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CHAPTER 1  

Control problems in marine vehicles: Some 
experiences in stabilization and tracking control 

J. ARANDA1, J.M. DE LA CRUZ2, R. MUÑOZ-MANSILLA1, D. 
CHAOS1, J.M. DIAZ1, S. DORMIDO-CANTO1 and J.M. RIOLA3 

1 Departamento de Informática y Automática, UNED, Madrid.  
2 Departamento de Arquitectura de Computadores y Automática. Universi-
dad Complutense de Madrid.  
3 Escuela Técnica Superior de Ingenieros Navales. U. Politécnica de Ma-
drid. jaranda@dia.uned.es 

Control problems of underactuated marine systems motivate the develop-
ment of new control design methodology. Control design of tracking, point 
stabilization, path following for marine vehicles, or Dynamic Positioning 
for offshore systems is example of these types of problems. In this chapter, 
an overview about different problems studied in our laboratory are 
showed. 

1 Introduction 

In marine vehicles, we have discerning between guidance and control. The 
guidance term correspond to the action of determining the course, attitude 
and speed of the vehicle, relative to some reference frame, usually the 
earth, to be followed by the vehicle. The control term correspond to the 
development and application to a vehicle appropriate forces and moments 
for operating point control, tracking and stabilization. This involves de-
signing the feedforward and feedback control laws. 

Furthermore, there are a lot of marine vehicles kinds that are underactu-
ated, i.e., systems with a smaller number of control inputs than the number 
of independent generalized coordinates. 

One of the difficulties encountered in the stabilization and tracking of 
underactuated vehicles is that classical nonlinear techniques in nonlinear 
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control theory like feedback linearization are not applicable because these 
systems are not fully feedback linearizable and exhibit nonholonomic con-
straints. Therefore new design methodologies should be explored.  

Thus, nowadays such control problems of underactuated marine vehi-
cles motivate the development of new nonlinear control design method-
ologies. Control designs of tracking, point stabilization, path following for 
some kind of marine vehicles, or dynamic positioning (DP) for offshore 
systems are examples of these types of problems. 

Dynamic positioning (DP) is required in many offshore oil field opera-
tions, such as drilling, pipe-laying, tanking between ships, and diving sup-
port. Critical for the success of a dynamically positioned ship is its capabil-
ity for accurate and reliable control, subject to environmental disturbances 
as well as to configuration related changes, such as a reduction in the 
number of available actuators. Furthermore, robustness criteria must be 
considered (Muñoz et al. 2006). 

The problems of motion control for marine vehicles addressed in the lit-
erature (Aguiar and Hespanha 2003) can be roughly classified in three 
groups:  

 
• Point stabilization, where the goal is to stabilize a vehicle at a given 

point, with a desired orientation. 
• Trajectory tracking deals with the case where a vehicle must track a 

time-parameterized reference. 
• Path following refers to the problem of making a vehicle converge to 

and follow a given path, without any temporal specifications. 
 
The degree of difficulty involved in solving these problems is highly 

dependent on the configuration of the vehicle. 
Point stabilization presents a true challenge to control system designers 

when the vehicle has nonholonomic constrains since, as pointed out in 
Brocket et al. (1983), there is no smooth (or even continuous) constant 
state-feedback control law that will do the job 

For fully actuated systems, the trajectory tracking problem is now rea-
sonably well understood and satisfactory solutions can be found in the 
standard non linear control textbooks. 

For underactuated vehicles trajectory tracking is still an active research 
topic (Aguiar and Hespanha, 2003). Actuated systems are usually costly 
and often not even practical (due to weight, reliability, complexity, and ef-
ficiency considerations) and for this reason the interest in the study of this 
kind of problems. An interesting benchmark problem is described in 
(Aranda et al. 2006a), where control specifications for a hovercraft model 
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are given, and a possible solution with a simulation environment for test-
ing is presented in (Aranda et al. 2006b). 

Path following control has received relatively less attention than the 
other two problems. See for example Samson (1995) and references. Path 
following systems for marine vehicles have been reported in Encarnação 
and Pascoal (2001) with a path following mode. Here the vehicle forward 
speed does not need to be controlled accurately, since just orientating the 
vehicle drives it to the path. Typically, smoother convergence to a path is 
achieved in this case when compared with the performance obtained with 
trajectory tracking controllers, and the control signals are less likely to be 
pushed to saturation. 

Other kinds of control problems is concerning to the attenuation of non 
desirable movement in fast ships, attenuation of the vertical and lateral 
motions. The study of this problem is in relation with one of the most un-
pleasant aspects of sea transport that is the motion sickness suffered by 
both passengers and crew. This is a result of the accelerations associated 
with the induced roll, heave and pitch motions. (de la Cruz, et al. 2004). A 
solution to vertical stabilization of a fast ferry based in a multivariable 
QFT design is given in Aranda et al. (2005a), the extension to couple of 
lateral and vertical dynamic is done in Aranda et al (2005b). A methodol-
ogy to identification of multivariable models based in genetic algorithm 
and non linear optimization procedure, with application to a high speed 
craft, is presented in Aranda et al (2004a). Extension and revision of this 
methodology is done in Aranda et al (2005c). A control oriented model for 
a high speed craft is obtained in Esteban et al. (2004). 

In this chapter, we show some problems concerning to tracking and sta-
bilization. In section 2, the benchmark problem for a RC-hovercraft is de-
scribed. In section 3, robust control for a moored platform model is stud-
ied, and in section 4 the attenuation of non desirable movements are 
considered for a fast ferry. 

2 Control of an Underactuated Vehicle 

The task of designing controllers for underactuated marine vehicles is very 
challenging and has received increasing attention in the past few years. 
These vehicles exhibit complex hydrodynamic effects that must be taken 
into account during the control design. It should be highlighted that many 
marine vehicle models exhibit a drift vector field that is not in the span of 
the input vector fields and because of this, input transformations are not 
used to bring them to driftless form. 
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The past few decades have witnessed an increased research effort in the 
area of trajectory tracking control for underactuated autonomous vehicles. 
Trajectory tracking problems are concerned with the design of control laws 
that force a vehicle to reach and follow a time parameterized reference 
(i.e., a geometric path with an associated timing law). 

Hovercrafts are a type of vehicle with a structure model similar to ma-
rine vehicles. A model for a nonlinear underactuated hovercraft was ob-
tained from the ship model in (Fossen 1994). In this model, the hovercraft 
is equipped with two propellers that provide the thrust to move the vehicle 
forward (and backward) and to make it turn. The main difference with re-
spect to a two-wheel mobile robot is that a hovercraft can move freely 
sideways even though this degree of freedom is not actuated. 

Numerous control algorithms for controlling underactuated vessels have 
been examined and analysed in the specialized literature. For example, 
Fantoni et al. (2000) presents two control laws. The first one controls the 
velocity of the hovercraft. The other one proposes strategies for position-
ing the hovercraft at the origin. 

Pettersen and Egelan (1996) developed a stability result involving con-
tinuous time-varying feedback laws that exponentially stabilize both the 
position and orientation of a surface vessel having only two control inputs.  

In Fossen et al. (1998) it is considered a nonlinear ship model including 
the hydrodynamics effects due to time-varying speed. A backstepping 
technique for tracking control design is employed. 

Bullo and Leonardo (1998) develop high-level motion procedures which 
solve point-to-point reconfiguration, local exponential stabilization and 
static interpolation problems for underactuated vehicles. 

Strand et.at. (1998) propose a stabilizing controller by a locally asymp-
totically convergent algorithm based on H∞ -optimal control.  

Berge et al. (1998) develop a tracking controller for the underactuated 
ship using practical feedback linearization. The control law makes the po-
sition and velocities converge exponentially to the reference trajectory, 
while the course is not controlled.  

Aguiar and Hespanha (2003) develop a nonlinear Lyapunov-based 
tracking controller and prove to exponentially stabilize the position track-
ing error to a neighbourhood of the origin that can be made arbitrarily 
small. 

The problem of point stabilization of marine vehicles like hovercrafts 
that exhibit non-holonomic restrictions is so challenging, because as 
Brocket et al. (1983) showed, there is no smooth (or even continuous) con-
stant state-feedback control law that stabilizes the system in a desired point 
in the state space. 
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The main problem for stabilization of underactuated hovercrafts is that 
any linearization of the system around an equilibrium point generates an 
uncontrollable system. This is due to the fact that there are no forces that 
allow controlling the drift velocity. This problem is related in Fantoni et al. 
(2000) that shows that the linear system is only controllable for a non-zero 
angular velocity. They also propose a controller that use yaw angle veloc-
ity as a virtual input to obtain a discontinuous control law for stabilization. 

Another approach to the stabilization problem uses smooth time-varying 
control laws. An example of this technique is showed in Pettersen and Ni-
jmeijes (2001) that uses a continuous periodic time varying feedback law. 

Another author had applied the latest control techniques to the problem 
of point stabilization. An example of these techniques is showed in Tanaka 
et al. (2001) where a switching fuzzy control is implemented achieving 
stabilization in an RC hovercraft. Another example is in Segudii and 
Ohtsuka (2002) where stabilization is achieved using a model controller 
predictive with receding horizon strategy. The greater advantage of the last 
technique is that allows including saturation restrictions in control signals 
during the control design. 

In our laboratory, control algorithm for tracking and point stabilization 
are analysed using a radio control hovercraft. Previous to the laboratory 
experimental validation with the radio controlled vehicle, simulations are 
carried out using Matlab and Easy Java Simulations (Aranda et al. 2006a) 
with the goal of comparing different control strategies and test diverse 
conditions. As a first approach, benchmark problems have been developed 
(Aranda et al. 2006b), a non linear control for both, tracking and point sta-
bilization problems, was designed; also an assessment is designed as veri-
fication of the robust and performance criteria. Now, in our laboratory, 
techniques based in a non-linear multivariable QFT methodology are stud-
ied for this problem. 

In the next subsections, the model of the hovercraft and the benchmark 
problem are described. 

2.1 Hovercraft Model 

The model system is a radio control hovercraft equipped with two longitu-
dinal thrusters to control speed and turning as shown in Figure 1. The im-
pulse of both motors is asymmetric and is greater when the hovercraft 
moves forwards than backwards. 
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Fig. 1. R.C. Hovercraft. 

 
Figure 2 shows a schematic model: X and Y are the fixed inertial refer-

ence system axes, XB and YB the body reference system axes, ν  andu  the 
surge and sway velocities, θ  is the orientation angle and Ψ  the drift angle 
(Aranda et al. 2006b). 

The hovercraft has three degrees of freedom, two associated with the 
movement in the plane of its centre of masses (x, y), and one more associ-
ated to its orientationθ . u1 and u2 variables are the forces of the thrusters 
and r is the distance between the centre of the fan and the symmetry axis 
that cuts to the centre of mass (x,y).  

The vehicle is underactuated because it has more degrees of freedom 
than control actions. This means that is not possible to control the surge 
velocity because of the impellers configuration. 

 
Fig. 2. Schematic model. 

 
The dynamic equations are obtained in the fixed inertial reference sys-

tem by direct application of Newton’s laws. 



Control problems in marine vehicles: Some experiences in stabilization and 
tracking control      7 

 xTx vuuF
dt

xdm µθ −+== )cos()( 212

2

 (1) 

 yTy vuuF
dt

ydm µθ −+== )sin()( 212

2

 (2) 

 wuur
dt
dJ Rµτθ

−−== )( 212

2

 (3) 

 
Where m is the mass of the vehicle, J the moment of inertia, Tµ  and  Rµ  

the coefficients of viscous and rotational friction respectively. The system 
can be defined by the state vector [x, y, vx, vy, θ, w]. 

The parameters have been experimentally obtained by measurements in 
the real system. The mass, the force of thrusters and r have been measured 
directly. The friction coefficients are obtained from measurements of the 
maximum linear and rotational velocity. The nominal values and their un-
certainties are shown in Table 1. 

Table 1. Experimental parameters and uncertainties 

Parameter Value and uncertainties 
m 0.894 ± 0.001 Kg 
J 0.0125 ± 0.0050 Kgm2 
r 0.050 ± 0.001 m 
umax 0.615 ± 0.008 N 
umin -0.300 ± 0.008 N 

Tµ  0.10 ± 0.01 Kg/s 
Rµ  0.050 ± 0.001 Kgm2s 

2.2 Benchmark Problems 

A benchmark problem has been defined for each of the three points indi-
cated in the introduction (point stabilization, tracking and path following) 
(Aranda et al. 2006a). The evaluation criteria for each problem are organ-
ized in three groups. 
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2.2.1 Performance Criteria 

Point stabilization: The specifications for a displacement of a distance 
D≤1m in the set point without a change in direction are an overshoot 
Mp<5% and a setting time ts≤20s, whereas for D>1m Mp<20%.  

For a change of reference angle ∆θ=90º without displacement the con-
troller must verify an overshoot Mp<10% and a setting time ts≤5s. 

Trajectory tracking: a specification is set for the steady-state tracking 
error )()( txtxlímTE rtss −= ∞→  for each trajectories defined in Table 2. 

Path following: For a desired speed and a predefined trajectory, the lat-
eral deviation must be reduced to 5% in a setting time ts<20s. In addition 
the drift angle Ψ  must be reduced. 

Table 2. tracking specifications. 

Trajectory Specification 
Circle, Radius=2m, V=0.2m/s TEss<10cm 
Circle, Radius=2m, V=0.8m/s TEss<30cm 
Straight line, V=0.2m/s TEss<5cm 
Straight line, V=0.8m/s TEss<10cm 

2.2.2 Robustness Criteria 

Stability and performance must be satisfied by the controller for all the 
model parameter range shown in Table 1. 

2.2.3 Actuator Effort Criteria 

For the trajectories defined in section 3,1 the control signals must not ex-
ceed saturation limits of the actuators [ ]maxmin ,uuu ∈ . 

2.3 Example Controller 

The controller inputs are the system state and the references vector [xr, yr, 
vxr, vyr, θr, wr, d, l]. The controller outputs must be the control actions u1 
and u2. 

The example controller that is implemented by defect in the model con-
sists of two cascade controllers PD (see Figure 3). The L1 controller takes 
the position errors and calculates the forces that must be applied in the 
fixed coordinates system to follow the trajectory. These forces are the ref-
erences for the L2 controller that calculates the angle of the force with the 
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x-axis and control the orientation to follow this angle. The outputs of L2 
are the control signals u1 and u2 that must be applied to obtain to the force 
and the suitable direction θ. L2 obtains the direction from the state to con-
trol the hovercraft. 

 

 
Fig. 3. Example of controller. 

 
The parameters of the controllers are optimized for a predetermined tra-

jectory (circle with a radius of two metres with 0.2m/s of velocity). The 
design and behaviour of the example controller is shown in (Aranda et al. 
2006b). 

3 Dynamic Positioning of a Moored Platform 

Moored floating platforms are used for drilling and exploration activates 
and they require high degree of precise positioning to perform optimally 
with associated facilities. They are subjected to combined environmental 
loads of waves, wind and current while in service, which affects their sta-
bility in addition to positioning. 

Dynamic analysis of a floating moored platform is therefore carried out 
to determine its response to environmental loads. This analysis could be 
done in the time domain or the frequency domain. A floating platform is 
associated with lots of non-linearities, which are linearised in the fre-
quency domain simulations. In the time domain analysis however, the non-
linearities are modelled with the intention of making more accurate analy-
sis but this makes the computation complex and require a great deal of 
computer time. 
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In our group, a moored floating model is considered as a testing plat-
form to analysis different robust synthesis methods for Dynamic Position-
ing. 

The model is a single-input/multi-output (SIMO) linear time invariant 
(LTI) system with a single degree of freedom. 

This system has been examined and analysed in the specialized litera-
ture, in which is possible to find several robust control methods. For ex-
ample, (Scherer, et al., 1997) presents an overview of a linear matrix ine-
quality (LMI) approach to the multiobjective synthesis of linear output-
feedback controllers. A multiobjective H2/H∞ is proposed to specify the 
closed-loop objectives in terms of a common Lyapunov function. 

In (Revilla, 2005), this system is used to validate the results obtained in 
the study about synthesis of reduced-order controllers based on LMI opti-
mization. In Nakamura, et al. (2001) the problem was formulated in the 
framework of a multimodel-based design of the H∞ control law with pole 
region constraint. Methodology based on LMI was used to solve the prob-
lem. And in (Muñoz-Mansilla et al. 2006), a multivariable robust QFT 
controller is used to stabilize the moored platform. 

The next subsections show the control problem and a solution by QFT 
technique. 

3.1 Control Problem 

The system consists of a floating platform that is anchored to the bottom of 
the ocean and equipped with two thrusters, as it is showed in Figure 4 (the 
model of a replica of this system and previous control is described in Ka-
jiwara et al. 1995). The objective is achieving an appropriate thrusters con-
trol in order to minimize the drift Y resulting from the wave action. 

The model of the system has two outputs y (the horizontal drift Y and 
angular deviation from the vertical axis φ), one control input u (the force 
delivered by the thrusters Fu) and two disturbance inputs d ( the force F 
and the torque M from the wave action). Therefore a single degree of free-
dom (DOF) SIMO system is presented, with one single input Fu and two 
outputs (Y,φ).  
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Fig.4. Moored floating platform 

 
For design purposes, the system transfer function can be described as: 
 

 y = Pplant(s)· u + Pd(s) · d (4) 

 u = - Gcontrol(s) y (5) 

Where Pplant(s) is a transfer functions matrix (2x1) that connects the in-
put u with the output y, and Pd(s) is a transfer functions matrix (2x2) that 
connects the disturbance d with the output y. The control structure is 
schematically displayed in Figure 5. 

 
 

Fig.5. Single DOF SIMO system with disturbances at the plant’s output 
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In these conditions, the problem of interest is how to design the control-
ler Gcontrol. The control objectives are: 

 
 Reduce the drifting action F2 by using the actuators control. 
 Maintain the horizontal drift |Y| < 0.025m  
 Maintain the angular deviation |φ| < 3 degrees 
 Keep |Fu| < 0.25 N 
 Make sure that the thrusters have no response to the high-frequency 

component F1. 
 
An interesting question is added to the position control design because 

the plant has less degree of freedom for actuation, it is an underactuated 
system, and is more difficult to control. 

3.2 A Multivariable QFT Controller for the Moored Platform 

The foundation of QFT is the fact that feedback is principally needed when 
the plant is uncertain and/or there are disturbances acting on the plant.  

Taking into account all this; the challenge is to study the effectiveness 
of the QFT technique to accomplish the dynamic positioning system (Mu-
ñoz et al 2006). 

The QFT design procedure involves three basic steps: i) computation of 
QFT bounds, ii) design of the controller (loop shaping), and iii) analysis of 
the design. 

QFT converts close-loop magnitude specifications into magnitude con-
straints on a nominal open-loop function (QFT bounds). A nominal open-
loop function is then designed to simultaneously satisfy its constraints as 
well as to achieve nominal closed-loop stability (loop shaping). It is de-
fined the open-loop function L(jω) as the product of the controller transfer 
function and the plant transfer function. 

In any QFT design, it is necessary to select a frequency array for com-
puting bounds. In the case of the platform plant, the range of frequencies 
that belongs to the seaway spectrum will be ω ∈ [0.1, 10]. 

The specifications must be given in terms of frequency response. For the 
particular case of the design of the dynamic positioning system for the 
moored platform model, the specifications (|Y| < 0.025m, |φ| < 3 degrees) 
are given in temporal domain. Therefore, it is necessary to translate these 
constraints into frequency domain specifications. The QFT specifications 
used are: the gain and phase margins stability, the output disturbance 
rejection and the control effort.  

The control law of the system in Figure 5 is: 
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Solving (4), it yields one equation with two unknown quantities, k1 and 

k2. 
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The control design process is based on this equation, which aids in 

transforming the problem into the design of two sequential SISO systems. 
Thus, it is solved by an iterative multi-stage sequential procedure, in such 
a way that the solution of k1 in the first system is used in the design of k2 
in the second system, and vice versa. The stages repeat successively up to 
k1 and k2 meet the objectives for the SIMO system. Finally, the control 
design procedure has been completed in five stages.  

Temporal responses of the SIMO system (Figure 5) in closed loop dy-
namic are shown. Figures 6 and 7 compare both the outputs Y and φ with 
and without control respectively. It is shown that the control achieves the 
positioning system. 

 

0 20 40 60 80 100 120 140 160 180 200
-0.06

-0.04

-0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

time (sec)

ou
tp

ut
 Y

open loop 
close loop

 
Fig. 6. Comparison of temporal responses Y (a) with and without control 
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Fig. 7 Comparison of temporal responses φ (b) with and without control 

4 Stabilization of Vertical and Lateral Movements in a Fast 
Ferry 

The interest on fast ships for cargo and passenger transportation was grow-
ing during the past decade. Different designs have been considered, and a 
significant attention has been focused on fast monohull displacement ships 
(Allison, et al., 2004). 

The next history is an interesting introduction to main problems in the 
building of fast ferries in relation with the seasickness (Laertius): Anachar-
sis, brother of Caduides the king of the Scythians, was a philosopher who 
traveled around the East Mediterranean and the Black Sea in the 6th cen-
tury BC. His mother was Grecian woman and the contemporaneous Greeks 
said him that he exhorted moderation and good criteria in everything he 
did, for example saying “the vine bears three clusters of grapes: the first 
wine, pleasure; the second, drunkenness, the third, disgust”. As a seaman, 
he had to travel in different kinds of sea conditions and he had one of the 
best references, with the same philosophy, listened about seasickness 
“people may be divided into three classes; the living, the dead and the sea-
sick”. 

Therefore, the main objectives in the design and built of high speed 
crafts are the passenger comfort and the vehicle safety. The vertical accel-
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erations associated with roll, pitch and heave motions are the principal 
cause of motion sickness. 

The ship considered in our researches is a fast ferry with the following 
characteristics (de la Cruz et al. 2004): 110m. length, 1250 passengers, 
deep-V monohull, aluminium made, able to get 40 knots or more. Fig. 8 
shows a photograph of the ship. 

 

 
 

Fig. 8. Fast ferry 
 
Previous researches of the work group have studied the longitudinal and 

transversal dynamics separately and next the coupled of both dynamics. 
Firstly, it has been studied heaving and pitching motion for the case of 
head seas (µ=180deg) (Aranda, et al., 2004a), modeled actuators and de-
signed different controllers was done, (Aranda, et al., 2002a, Aranda, et al., 
2002b, Aranda et al. 2005a, Diaz et al. 2005, Esteban et al 2001, Esteban 
et al. 2005), in order to achieve heave and pitch damping and with success-
ful results. And secondly, it has been analyzed the rolling response for the 
case of lateral waves (µ=90deg) (Aranda, et al., 2004b) and in the same 
way, it has been carried out the actuators modeling and controller design-
ing (Aranda et al. 2005b, Aranda et al. 2004b) . 

4.1 The Control Problem 

The goal is to reduce longitudinal and transversal motions of the fast ferry 
system with three coupled degrees of freedom. 

Three modes of the system are analyzed: the heave and pitch motions 
(vertical dynamics) and the roll motion (horizontal dynamics). 

The actuators employed for the vertical dynamic control consisted of ac-
tive stabilized surfaces, one T-Foil on the bow and two flaps on the stern. 
The control surfaces employed for the roll control were two fins. 

The model of the system has two outputs: the roll angular velocity ωroll 
and the vertical acceleration acv. The input disturbances are the seaway. 
The control inputs are the angles of attack αP and αH of flaps and T-Foil, 
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and αR for the lateral fins. The coupling of the modes is considered as a 
consequence of the control surface action in different incidence angles of 
the seaway. 

The mathematical models of the three modes of the craft and actuators 
are obtained from system identifications methods (Aranda 2004a, Aranda 
et al. 2005c). 

Therefore, the problem of interest is how to design the controllers for 
these actives surfaces to achieve a reduction of the Motion Sickness Inci-
dence (MSI), given by equation (8) (de la Cruz, et al. 2004): 
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This aim can be translate to different specifications, in accordance whit 

the design methodology chosen. For example (Rocio CAMS), we can con-
sider the following specifications: 
 system stability,  
 heave, pitch, roll reduction,  
 no saturation on T-Foil, flaps and fins. 

4.2 An Example Control 

A control system must perform mainly three functions. The firts is to 
assure stability, the second is to attenuate seaway-induced motions, and the 
third is to assure the safety of the ship and its passengers. Different solu-
tions were given, (see for example the references Esteban et al. 2004, 
Aranda et al 2002a, 2004b, 2005a, 2005b, Díaz et al. 2005). 

As an example, we can considered the design of a PI scheduling for 
each speed of the craft, in the particular case of roll reduction. 

For the particular case of V = 40 knots, figure 9 shows the root locus of 
the system with the controller PI GPI40(s). The transfer function of this con-
troller is given by expression (9). 

 
s

sGPI 50
1502.240

+
=  (9) 

Table 1 shows the values of J and roll reduction percentage for the cases 
of regular wave with frequency 1 rad/s and irregular wave with SSN = 5 
with this controller. 
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Fig. 9. Root locus of the system with GPI40 

 

Table 1. Value of J and reduction for control PI. V=40 knots 

wave type J roll reduction (%) 
regular ω = 1rad/s 0.29 82.69 

irregular SSN=5 0.82 69.01 

5 Conclusions 

The problems of tracking and stabilization of underactuated vehicles, 
dynamic positioning, and control for stabilization in high speed craft are 
example of the problems solved in our group. For each of these problems, 
a description of the problem and an example of one solution is showed. 
There are different solutions and a complete description of each case in the 
references of our group. 
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This work presents the main features of QFTIT and TIG two interactive 
software tool for robust control design using the QFT methodology. The 
main advantages of QFTIT and TIG compared to other existing tools are 
its ease of use and its interactive nature. These tools are freely available in 
the form of an executable file for Windows and Mac based platforms. In 
order to illustrate its use, this paper also includes an example; a robust con-
troller is designed to stabilize the vertical movement of a high-speed ferry. 

1 Introduction 

Interactive tools are considered a great stimulus for developing the control 
engineering intuition. At present, a new generation of interactive software 
control packages have created an interesting alternative in comparison with 
the traditional approach. In this sense innovative and interesting ideas and 
concepts were implemented by Prof. Åström and coll. at Lund such as the 
concept of dynamic pictures and virtual interactive systems (Wittenmark et 
al., 1998). The main objective of these tools is to involve the users in a 
more active way in the analysis and design processes. 

In essence, a dynamic picture is a collection of graphical windows that 
are manipulated simply by using the mouse. Users do not have to learn or 
write any sentences. If we change any active element in the graphical win-
dows an immediate recalculation and presentation automatically begins. In 
this way we perceive how these modifications affect the result obtained. 

These kinds of tools are based on objects that allow direct graphic ma-
nipulation. During these manipulations, the objects are immediately up-
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dated. Therefore the relationship among the objects is continuously main-
tained. Ictools and CCSdemo (Johansson et al., 1998) (Wittenmark et al., 
1998) developed at the Department of Automatic Control at Lund Institute 
of Technology, and SysQuake at the Lausanne Federal Polytechnic School 
Automatics Institute (Piguet et al., 1999), are good examples of this new 
philosophy to produce a new family of interactive Computer-Aided Design 
(CAD) packages in automatic control. 

Very often our work as control engineers is reduced to tune some design 
parameters using a trial and error procedure following an iterative process. 
Specifications of the problem are not normally used to calculate the value 
of the system parameters because there is not an explicit formula that con-
nects them directly. This is the reason for dividing, each iteration, into two 
phases. The first one, often called synthesis, consists in calculating the un-
known parameters of the system taking a group of design variables (which 
are related to the specifications) as a basis. During the second phase, called 
analysis, the performance of the system is evaluated and compared to the 
specifications. If they do not agree, the design variables are modified and a 
new iteration is performed (Dormido, 2004). 

It is possible, however, to merge both phases into one and the resulting 
modification in the parameters produces an immediate effect. In this way, 
the design procedure becomes really dynamic and the users perceive the 
degree of change in the performance criteria given for the elements that 
they are manipulating. This interactive capacity allows us to identify much 
more easily the objectives that can be achieved (Dormido, 2003). 

Interactive design with instantaneous performance display goes one step 
further. In many cases, it is not only possible to calculate the position of a 
graphic element (be it a curve, a pole, a template or a bound) from the 
model, controller or specifications, but also to calculate a new controller 
from the position of the element. For instance, a closed loop pole can be 
computed by calculating the roots of the characteristic polynomial, which 
itself is based on the plant and controller; and the controller parameters can 
be synthesised from the set of closed loop poles if some conditions on the 
degrees are fulfilled. 

This two-way interaction between the graphic representation and the 
controller allows the manipulation of the graphical objects with a mouse in 
a very natural form. Since a good design usually involves multiple objec-
tives using different representations (time domain or frequency domain), it 
is possible to display several graphic windows that can be updated simul-
taneously during the manipulation of the active elements. 

The philosophy of interactive design with instantaneous performance 
display offers two main advantages when compared with the traditional 
procedure (non-interactive approach). In the first place, it introduces from 
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the beginning the control engineer to a tight feedback loop of iterative de-
sign. The designers can identify the bottlenecks of their designs in a very 
easy way and can attempt to fix them. In second place, and this is probably 
even more important, not only is the effect of the manipulation of a design 
parameter displayed, but its direction and amplitude also become apparent. 
The control engineer learns quickly which parameter to use and how to 
push the design in the direction of fulfilling better tradeoffs in the specifi-
cations. Fundamental limitations of the system and the type of controller 
are therefore revealed (Åström 1994, 2000) giving way to finding an ac-
ceptable compromise between all the performance criteria. Using this in-
teractive approach we can learn to recognise when a process is easy or dif-
ficult to control. 

In this paper, such features of new interactive control tools are ex-
ploited in the field of Quantitative Feedback Theory as a “user-friendly” 
way to learn the main concepts, solve any non-trivial robust control prob-
lem, and gain experience of how Quantitative Feedback Theory (QFT) 
technique works. The focus has been on explaining the main features of 
Quantitative Feedback Theory Interactive Tool (QFTIT) 
(http://ctb.dia.uned.es/asig/qftit/) and Template Interactive Generator 
(TIG) (http://ctb.dia.uned.es/asig/tig/) and its role to encourage and help 
users understand the QFT technique. The constant increase in computing 
speed and power certainly makes that initial idea a real prospect. 

QFT is a very useful robust control design methodology created by I. 
Horowitz (Horowitz, 1963). QFT uses frequency-domain concepts to sat-
isfy performance specifications and to handle plant uncertainty. The basis 
of QFT relies on the observation that feedback is needed mainly when the 
plant is uncertain and/or when there are uncertain input disturbances acting 
on the plant. At the moment, and to the best of our knowledge, no fully in-
teractive QFT tools are presently available. 

QFT has been successfully applied to solve different control problems 
in various fields of engineering (Houpis et al., 2006). In the field of marine 
systems, QFT has been used in fast ferries to decrease the motion sickness 
incidence (Aranda et al., 2002a, 2002b, 2005a) (Cruz et al, 2004) (Díaz, 
2005), to attenuate the roll movement (Aranda et al., 2004), and to control 
the lateral and longitudinal dynamics (Aranda et al., 2005b). Besides, QFT 
has been used in moored floating platform for dynamic positioning (Mu-
ñoz et al., 2006), and in hovercraft for tracking and stabilization (Aranda 
2006a, 2006b). 
The paper is organised as follows. In section 2 a brief description of the 
basic concepts of Quantitative Feedback Theory is included. Section 3 de-
scribes the main features of QFTIT and TIG. Section 4 includes an exam-
ple to illustrate the use of these tools. A robust controller is designed to 
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stabilize the vertical movement of a high-speed ferry. Finally, section 5 of-
fers some conclusions. 

2 Basic Concepts of QFT Methodology 

The design procedure using QFT has been described in a wide variety of 
articles and books (Horowitz 1963, 1992, 2001) (Houpis et al., 2006) 
(Yaniv, 1999). QFT is a methodology used in the design of control sys-
tems including uncertainties in the plant which is subject to external dis-
turbance in the input and output of the plant as well as measurement noise. 
Figure 1 illustrates the basic idea behind QFT applied to a SISO system 
with a control structure with two degrees of freedom. F is the transfer 
function of a pre-filter acting on the reference input r. C is the controller 
which, depending on an error signal e, generates a control signal u over the 
set of transfer functions of the plant P. This set describes the uncertainty 
region of the plant’s parameters. P may be subject to disturbances at its in-
put v and/or at its output d. H is the measure sensor of the output signal y, 
which may be affected by a measurement noise n. 
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Fig. 1. Feedback System 
 

The QFT method takes into consideration the quantitative information 
of the plant’s uncertainty, robust operation requirements, robust tracking, 
expected disturbance amplitude and the associated damping requirement. 

The controller C must be designed in such a way that the output varia-
tions y, which is a consequence of plant uncertainties P, is within specified 
tolerance boundaries. Furthermore, the effects of the disturbances d and v 
on the output must be acceptably small. On the other hand the pre-filter F 
is designed in order to perform the desired control of the reference signal r. 
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The design is performed using a Nichols diagram, defining a discreet set 
of trial frequencies Ω. This set is taken around the desired crossover fre-
quency. As we are treating a family of plant instead of a single plant, the 
magnitude and phase of the plants in each frequency correspond to a set of 
points in the Nichols diagram. These sets of points form a connected re-
gion or a set of disconnected regions called “template”. T(ωi) denotes a 
template computed at the frequency ωi ∈ Ω. A large template implies a 
greater uncertainty for a given frequency. The templates and the working 
specifications are used to define the domain bounds within the frequency 
domain. The domain bounds set the limit of the frequency response of the 
open loop system. 

Each specification contains bound definitions. Bounds are calculated us-
ing the corresponding templates and specifications. The different types of 
bounds are calculated in the following way: 

· Stability bounds. By using templates and the specified phase mar-
gin. 

· Control bounds. By using templates and the upper and lower limits 
of the response in the frequency domain. 

· Disturbance bounds. By using the disturbance refusal specifica-
tions. 

· Effort control bounds. By using templates and the specified control 
limits. 

All the bounds computed at the same frequency ωi∈Ω, associated at the 
different specifications are intersecting to generate a final bound B(ωi) 
which includes the most restrictive regions of all the considered bounds. 

The controller is designed by means of a loop-shaping process in the 
Nichols diagram. This diagram sketches the intersection of the bounds cal-
culated for each of the trial frequencies and the characteristics of the open 
loop nominal transfer function L0(jω)=C(jω)·P0(jω). 

The design is carried out by adding gains, poles and zeroes to the fre-
quency response of the nominal plant, in order to change the shape of the 
open loop transfer function. By doing so, the boundaries B(ωi) are kept for 
each ωi∈Ω. The controller is the set of all the aforementioned items (gain, 
poles and zeroes). 

Should there be any specification which corresponds to the control of 
the reference signal, a pre-filter F must be used. This pre-filter is designed 
in a similar way as the controller, the difference being in the use of the 
limits imposed in the frequency response control. In this case, the shaping 
may be carried out in the Bode diagram instead of the Nichols diagram. 
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The last step for the QFT design is the analysis and validation which in-
cludes not only the analysis in the frequency domain but also the simula-
tions in the temporary domain of the resulting closed loop system. 

The benefits of QFT may be summarised as follows: 
· The outcome is a robust controller design that is insensitive to 

plant variation 
· There is only one design for the full envelope and it is not neces-

sary to verify plants inside templates 
· Any design limitations are clear at the very beginning 
· There is less development time in comparison to other robust de-

sign techniques 
· QFT generalises classical frequency-domain loop shaping con-

cepts to cope with simultaneous specifications and plants with un-
certainties 

· The amount of feedback is adapted to the amount of plant and dis-
turbance uncertainty and to the performance specifications 

· The design trade-offs in every frequency are transparent between 
stability and performance specifications. It is possible to determine 
what specifications are achievable during the early stages in the 
design process 

· The redesign of the controller for changes in the specifications can 
be done very fast. 

3 Basic Features of the Interactive Tools QFTIT and TIG 

3.1 QFTIT 

QFTIT is an interactive software tool which implements the QFT method-
ology. It highlights for its interactive nature and easy-of-use (Díaz et al., 
2005b). In QFTIT, all that the designer has to do is to place the mouse 
pointer over the different items (see Fig. 2.) which the tool displays on the 
screen. Any action carried out on the screen is immediately reflected on all 
the graphs generated and displayed by the tool. In this way the users can 
quickly see the effects of their actions during the design. QFTIT has been 
built on Sysquake (Piguet, 1999) and it implements in an only very interac-
tive GUI all the stages of the QFT methodology. Therefore, it is very ade-
quate to novice designer that wants to learn QFT. But, it can be used for 
advanced designer to solve real robust control problem with QFT (Díaz et 
al., 2005a). It is important to remark that QFTIT is freely distributed as an 
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executable file for Windows and Mac platforms. It does not need to install 
additional programs, like Matlab, to run QFTIT. 
 

 

Fig. 2. Example of the QFTIT windows in the stage 1 (Templates computation) 
 

The present version of QFTIT offers the user, amongst others, the 
chance of observing the changes instantly when some form of modification 
takes place in the available interactive objects: 

· Variations produced in the templates when a change of the uncer-
tainties of the different components of the plant or in the value of 
the template calculation frequency. 

· Individual, grouped or intersected variation in the bounds as a re-
sult of the configuration of specifications, i.e., by adding zeroes 
and poles to the different specifications. 

· The motion of the controller’s zeroes and poles over the complex 
plane and the variation of its symbolic transfer function when the 
open loop transfer function is modified in the Nichols diagram. 

· The change of shape of the open loop transfer function in the 
Nichols diagram and the variation of the expression of the control-
ler’s transfer function when any movement, addition or suppres-
sion of its zeroes or poles in the complex plane. 
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· The changes that take place in the temporary representation of the 
manipulated variable and in the controlled variable due to the 
variation of the nominal values of the different elements of the 
plant. 

· The changes that take place in the temporary representation of the 
manipulated variable and of the controlled variable due to the in-
troduction of a step perturbation in the input of the plant. The 
magnitude and the occurrence instant of the perturbation is config-
ured by the user by means of the mouse. 

Obviously, the present version of QFTIT has some limitations: 
· It can only work with continuous SISO systems whose plant P is 

expressed in real factored form (RFF): 
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 where K, τ, zi, δj, ω0j, pi, δq, ω0q are independent variables which 

can take the following uncertainty in their value: 
 

[ ] +− ℜℜ⊂∈ oKKK maxmin ,     (2) 
[ ] +ℜ⊂∈ maxmin ,τττ      (3) 
[ ] +ℜ⊂∈ maxmin ,τττ     (4) 

[ ] mizzz iii ,...,1, maxmin =ℜ⊂∈     (5) 
[ ] nlzpp lll ,...,1, maxmin =ℜ⊂∈     (6) 
[ ] ajojjj ,....,1, maxmin =ℜℜ⊂∈ +−δδδ    (7) 
[ ] ajjjj ,...,1, max0min00 =ℜ⊂∈ +ωωω    (8) 
[ ] bqoqqq ,....,1, maxmin =ℜℜ⊂∈ +−δδδ    (9) 
[ ] bqqqq ,...,1, maxmin =ℜ⊂∈ +ωωω               (10) 

 
· According to this limitation, QFTIT only implements the algo-

rithm by (Gutman et al., 1995) for the calculation of templates for 
RFF plants. The maximum number of templates which the tool can 
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support in the current version is 10. However, this number can be 
modified without any difficulty. 

· It only woks with frequency-domain specifications.  
 
QFTIT implements the QFT design methodology by considering a 

maximum of five design stages: 
1) Templates computation. During this stage, the user defines the 

plant (1), by configuring the uncertainty of its components. Fur-
thermore, the user also selects the set of trial frequencies Ω. 

2) Specifications. In this stage, the user selects and configures the 
specifications (see Table 2) that his/her design must fulfil. Each se-
lected specification must configure the value of its associated W(s) 
and select the frequencies under which each specification must be 
verified. There is also a simultaneous generation, of associated 
bounds for each specification. 

3) Loop-shaping. During this stage, the user performs the synthesis of 
the controller C(s) by shaping the open loop transfer function 
L0(s) in the Nichols diagram. 

4) Pre-filter design. In this stage the user performs the synthesis of 
the pre-filter F(s) if the Type 6 2-DOF tracking specification has 
been previously activated by shaping of the minimum and maxi-
mum values of the closed loop transfer function in the Bode mag-
nitude diagram. 

5) Validation. In this stage the user makes sure that the specifications 
of his/her design are fulfilled. 

When the user is working in a certain stage of the design, it is possible 
to advance on to the next stage or return to any of the previous stages. 
Readers who are interested can find a complete description of QFTIT in 
the User’s Guide available at http://ctb.dia.uned.es/asig/qftit/ 

3.2 TIG 

TIG assists the QFT designer in calculating template boundaries of interval 
plants, and plants with affine parametric uncertainty in their coefficients. 
These kinds of plants are very usual in control problems.  

Let the following uncertain parameter vector be 
 

[ ]Lpppp ,...,, 21=    (11) 
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where pj ∈ ],[ maxmin
jj pp  j=1,2,..,L. With TIG it is possible to calculate the 

template boundaries of plants whose transfer functions have the following 
structure: 
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where the coefficients bk(p) and ak(p) are linear combinations of the uncer-
tain parameters, i.e.,  
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In the previous expressions βkj and αkj j=0,..,L are real constants. These 

kinds of plants are known as plants with affine parametric uncertainty. 
A particular case of (12) is obtained when the plant transfer function co-

efficients are directly the uncertain parameters, such kinds of plants are 
known as interval plants: 
 

∑

∑

=

=== n

k

k
k

m

k

k
k

sr

sq

rsa
qsbrqsP

0

0

·

·

);(
);(),;(    (15) 

 
where qk ∈ ],[ maxmin

kk qq  and rk ∈ ],[ maxmin
kk rr .  

For the plants described by (12) and (15), TIG includes four algorithms 
to calculate the associated templates. These algorithms are the following: 
a) the Bailey & Hui algorithm (Bailey and Hui, 1989), b) the Fu algorithm 
(Fu, 1990), c) the Kharitonov segment algorithm (Bartlet, 1993), and d) the 
grid algorithm.  

Besides, TIG can also find the template boundaries associated with 
other kinds of plants whose templates have been previously computed in 
Matlab. Thus, TIG is able to cooperatively work with other software tools, 
like Matlab QFT Frequency Domain Control Design Toolbox (Borghesani 
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et al., 1995) and QFTIT. In fact, TIG was developed to increase the kind of 
plants which can be used in QFTIT (the present version of QFTIT only 
works with plants expressed in RFF). 

 

 
Fig. 3. Example of the TIG window in the Analysis mode 

 
Like QFTIT, the main features of TIG are its ease of use and strong in-

teractivity. These are common characteristics of all the software tools de-
veloped with the program SysQuake. Some examples of TIG interactivity 
are: 

· The work template Γw(ωw) (see Fig. 3.) in the Nichols chart (or on 
the complex plane) is simultaneously modified if users change the 
configuration parameter of the template computation algorithm or 
the work frequency ωk. 

· The boundary of the work template Γw(ωw) in the Nichols chart (or 
on the complex plane) is simultaneously modified if users change 
the configuration parameter of the ε-algorithm (Montoya, 1998) 
used for computing the boundary template. 

Other TIG features are: 
· The simultaneous visualization of the work templates computed 

for each of the four template computation algorithms implemented 
in TIG. 
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· The automatic selection and removing of all Γw(ωw) internal 
points. 

· The manual selection and removing of any Γw(ωw) point. 
With TIG it is possible to work in two different modes: configuration 

and analysis. The configuration mode consists of four sequential steps: 
· Step 1. Configuration of the plant uncertain parameters. 
· Step 2. Configuration of the plant transfer function denominator. 
· Step 3. Configuration of the plant transfer function numerator.. 
· Step 4. Configuration of the work frequencies set Ω. 
Furthermore, in the analysis mode, users can do, among other things, the 

actions previously described. Readers who are interested can find a com-
plete description in the User’s Guide available at 
http://ctb.dia.uned.es/asig/tig/. 

4 Illustrative Example: Stabilization of the Vertical 
Movement on a High-speed Ferry 

4.2 Problem Statement  

In a first approximation, the vertical acceleration of a high speed ferry is 
only associated with the pitch motion. Continuous linear models of the 
vertical dynamics of a high-speed ferry were identified (Aranda et al., 
2004) for different navigation speeds (20, 30 and 40 knots). Based in this 
models, a family of plants P defined as a transfer function (output: pitch 
motion, input: position of the actuator (T-Foil)) with parametric uncertain-
ties in its coefficients was obtained in (Díaz, 2002): 
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The nominal plant is: 
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A decrease in pitch motion is equivalent to reducing the system’s sensi-
tivity to the waves. From the point of view of frequency domain this 
means working with the sensitivity function S of the output (pitch) y to the 
perturbation (waves) d  
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A controller C must be designed, so that for all P∈ P the system is sta-
ble 
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and for all disturbance d∈D and frequency ω∈Ω=[1, 2.5] (rad/s) the mag-
nitude of the sensitivity function S is bounded by the specification  

 
[ ]5.2,1)()( ∈∀∈∀≤ ωωω PPWjS d   (20) 

where Wd(ω) is given in Table 1. 
 

Table 1. Specification Wd(ω) 

ω [rad/sec] Wd(ω) [dB] 
1.00 -0.14 
1.25 -0.21 
1.50 -0.60 
2.00 -0.75 
2.50 -0.28 

 
QFTIT will be used to solve this problem. Because the family of plants 

is given in RFF, it is not necessary to use TIG. 

4.2 Stage 1: Template Computation 

According to the disturbance rejection specification (see Table 1) and the 
robust stability specification (19), a possible set of trial frequencies is 
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{ } )/(10,5.2,,2,5.1,25.1,11 srad=Ω   (21) 
 
The frequencies Ω1 can be introduced in QFTIT using its area Template 

frequency vector (see Fig. 2). There is a horizontal axis ω representing ra-
dian per seconds. It is possible to add, remove and change the frequencies 
of Ω1. Each of these frequencies is represented by a vertical segment with 
an associated colour code that can be moved along the ω axis. 

In this problem, the elements of the plant (16) are a gain, two simple ze-
roes, three simple poles and a pair of complex poles. One possible way of 
introducing them into QFTIT is using their areas Operations over plant P 
and Uncertainty plant description. 

The area Operations over plant P is used to select the type of plant ele-
ment (real-pole, real-zero, complex-pole, complex-zero, integrator) on 
which we want to perform some type of action (move, add or remove) in 
the Uncertainty plant description area. It is also possible to configure each 
element by using two sliders: the uncertainty of the delay and the gain of 
the plant, i.e. the specification of the minimum, maximum and nominal 
values. For the plant (16) the slider associated with the gain would have to 
be moved in order to configure its minimum value kmin= -0.87, its maxi-
mum value kmax=-0.65 and its nominal value knom=-0.87.  

The Uncertainty plant description area is used to graphically design the 
configuration of the uncertainty of the plant poles and zeroes. This opera-
tion is carried out with the use of the mouse over the selected pole or zero 
element. For simple zeroes or poles the uncertainty is represented by a 
segment, whilst for complex zeroes and poles it is represented by a circular 
sector limited by the maximum and minimum values of the damping factor 
and the natural frequency of each complex item (pole or zero). Both repre-
sentations include the extreme values as well as the nominal value.  

For this problem, according to the plant defined in (16), by selecting the 
adequate options in the Operations over plant P area, it would be possible 
to add two simple zeroes (s=-a, s=-b), three simple poles (s=-103.2, s=-1.8, 
s=-c) and a pair of complex poles ( edjds ·4· 2 −±−= ) in the Uncertainty 
plant description area and to configure the uncertainty (a, b, c, d, e) of 
these elements and their nominal values (17) by dragging the mouse. 

The area Templates shows a Nichols diagram that includes six templates 
calculated for the set of frequencies defined in Ω1.  

4.3 Stage 2: Specifications  

In this problem there are two specifications: robust stability specification 
(19) (Type 1) and disturbance rejection at plant output (20) (Type 2). If 
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Type 1 specification is selected and activated in the Specification type 
zone, then it is possible to configure the value of the constant Ws by simply 
dragging the slider from value 1 to the desired value 1.2. Just under the 
slider there is a display showing the value of the gain margin (GM ≥ 1.8) 
and the phase margin (PM ≥ 49.2º) obtained. It is also possible to view si-
multaneously and interactively how the specification modulus is being 
modified in the Bode diagram and how the associated bounds change in 
the Nichols diagram.  

The specification of disturbance rejection at plant output (Type 2) for 
this problem (see Table 1) is given as a vector whose components are the 
values that the specification must take in dB at different frequencies. These 
kinds of specifications are called Point-to-Point (PP) in QFTIT. Thus, the 
configuration of this specification given in Table 1 is as follows: first, it is 
necessary to select and activate the Type 2 specification in the Specifica-
tion type zone. Second, it is necessary to select the PP mode in the W(s) 
frequency-domain specification zone. The W(s) magnitude specification 
zone displays circles in different colours placed in the trial frequencies of 
the specification and with a value of 0 dB. Users can configure by drag-
ging the mouse pointer over the modulus points to the chosen value. This 
will simultaneously update the bounds associated with this specification in 
the Nichols. 

In QFTIT the final bounds B(ωi) ωi ∈ Ω1 associated at the intersection 
of the two configured specifications are immediately displayed in the 
Nichols Plot zone by selecting the option Intersection in the Option plot 
zone. 

4.4 Stage 3: Loop Shaping 

During this stage, the user performs the synthesis of the controller C(s) in 
the Nichols diagram by shaping the open loop transfer function L0 in order 
to maintain the boundaries B(ωi) ωi∈Ω1. The main manipulation that the 
user can perform within this area of the programme is the displacement of 
L0 in certain directions depending on the selected controller item in the 
Operations Over Controller C zone. 

The changes made to L0 in the Nichols diagram are immediately re-
flected in an interactive way on the zeroes-poles map corresponding to 
C(s) as well as in the symbolic expression of the transfer function. Like-
wise, the interactions performed by the user on the zeroes-poles map of the 
controller will be reflected in the Nichols diagram. Thus, the user has a 
very interactive and flexible tool to perform the synthesis of the controller. 
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Fig. 4. Aspect of the QFTIT window after designing the controller C  

 
Figure 4 displays the aspect of the QFTIT window after the Loop-

Shaping stage. The Nichols diagram shows the intersection of the bounds 
associated with the established specifications and the final L0. It can be ob-
served how the points L0(jωi) fulfil the boundaries B(ωi) ωi∈Ω1. 

The expression of the designed controller is: 
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It is a controller with two real zeroes, one real pole and a pair of com-

plex poles. The zeroes and the poles of C(s) are represented in the C(s): 
Zeros-Poles zone. 

4.5 Stage 4: Validation 

During this stage designers make sure that the specifications of their de-
sign are fulfilled. The user only has to select the type of specification to 
validate, and QFTIT immediately shows the modulus of Wsi and the worst 
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case modulus of the associated characteristic function of the system in a 
Bode magnitude diagram. 

 

 
Fig. 5. Maximum magnitude in dB of the maximum magnitude of the sensitiv-

ity function max{|S(jω)|} (solid line) and Wd(ω) (circles). 
 

For this, two specifications have to be validated: disturbance rejection 
at plant output (20) and robust stability (19). Figure 5 displays Wd(ω) (cir-
cles) and the maximum magnitude of the sensitivity function max{|S(jω)|} 
(solid line). It can be observed how the specification of disturbance rejec-
tion at plant output (20) is fulfilled, since max{|S(jω)|} is below Wd(ω) in 
the design range of frequencies Ω=[1,2.5] (rad/s). 

On the other hand, Figure 6 shows the maximum magnitude in dB of the 
closed-loop transfer function max{|L(jω)/(1+L(jω))|} and the constant gain 
line Ws=1.2 (1.58 dB). As max{|L(jω)/(1+L(jω))|} does not surpass the 
horizontal line in any of the frequencies, the robust stability specification 
would be correct with the controller C designed during step 3. This design 
assures a phase margin PM ≥ 50° and a gain margin GM ≥ 1.8. 
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Fig. 6. Maximum magnitude in dB of the closed-loop transfer function 
max{|L(jω)/(1+L(jω))|} and the constant gain line Ws=1.2 (1.58 dB). 

 
Finally, time simulation was done using the controller (22) at four work-

ing points (ship speed U=30, 40 knots and sea state number SSN= 4, 5) 
The designed controller ensures a decrease around 10.9 % of the vertical 
acceleration associated to the pitch motion. 

5 Conclusions 

This paper has described the basic features of the software tools QFTIT 
and TIG for the design of robust controllers by means of the QFT method-
ology. The main features of these tools are its ease of use and its strong in-
teractivity. Any action carried out on the screen by users is immediately re-
flected on all the graphs generated and displayed by the tool. This allows 
users to visually perceive the effects of their actions. Both of these tools 
are freely available as executable files for Windows or Mac platforms. 

Besides, this paper has shown the utility of these tools for solving robust 
control problem in marine systems. A robust controller has been designed 
to stabilize the vertical movement of a high-speed ferry. 
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CHAPTER 3  

Load disturbances compensation techniques on 
marine propulsion systems 
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This chapter describes the advances achieved of a research work dealing 
with the disturbances rejection on an engine propulsion system under pro-
peller in-and-out water effect due to severe weather conditions. Proposed 
strategy consists in a cascade structure based on a feedback controller, 
which commands a reference model, followed by an embedded backstep-
ping algorithm that takes the reference signals from the reference model. 
With this procedure the conventional governor problems regarding distur-
bances rejection are efficiently overcome. 

1 Introduction 

When under heavy weather conditions, mainly on the bow-astern direction, 
large pitch motion amplitudes are generated, thus producing high propul-
sion moving parts acceleration associated to high and dangerous inertia 
loads on main engine. Such abrupt changes on engines acceleration are due 
to changes on propeller torque as consequence of alternative vertical mo-
tion of the ship and propeller, mainly when pitch motion is severe and 
cargo condition is ballast. The acceleration of some moving parts of pro-
pulsion system must be limited in order to avoid overspeed as well as sur-
passing some maximum allowable inertia loads. 

Modelling of thrust loads, which are constituted of complex physical 
phenomena, is most commonly solved by empirical methods in conjunc-
tion with analytical models, see e.g. Minsaas et al. (1987); Sørensen et al. 
(1997); Smogeli et al. (2004), Smogeli et al. (2005), and references 
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therein. The most important loss effects that affect the propeller 
torque/power dynamics are: 
1. Fluctuations in the in-line water inflow to the propeller, where a con-
stant shaft speed and varying advance velocity will lead to varying thrust 
and torque. 
2. Ventilation (air suction) caused by decreasing pressure on the propeller 
blades for heavily loaded propellers, especially when the effective sub-
mergence of the propeller becomes small due to waves and the wave fre-
quency motion of the vessel. 
3. In-and-out-of-water effects or propeller emergence due to the relative 
propeller motion that results in water exits. The above-mentioned distur-
bance is the most relevant responsible for over-acceleration, which must be 
limited by means of an effective control strategy. 

The conventional governors based on PI(DF) (DF means low pass fil-
tered derivative mode) modes contributes with an inherent phase lag, thus 
avoiding a fast reaction under abrupt load changes. Conventionally, such 
problems are overcome by means of a feedforward control structure. How-
ever, in this case this strategy is not effective because load changes can not 
be measured accurately. 

Such is the main motivation to improve the propulsion engine dynamics 
safety by proposing, designing and applying a state of the art controller 
achieved by means of the combination of a feedback PID controller fol-
lowed by an embedded well-known backstepping procedure. 

Since this research work depends on a model-based approach, a dy-
namic model of the propulsion system is to be first achieved. The task of 
modelling the propulsion system is carried out in next section. Section 3 
describes the backstepping procedure. Section 4 describes the implementa-
tion of the backstepping procedure applied to the propulsion system model. 
Section 5 deals with the strategy based on the integration of the backstep-
ping procedure into the feedback control loop, and finally section 6 deals 
with the discussion of results and conclusions. 

2 Modelling the Propulsion System 

The speed control of a diesel engine based propulsion system is shown in 
figure 1. In this scheme it is shown that the angular speed n of the shaft is 
being controlled conventionally by means of a feedback PID controller 
(The governor). 

The load on the engine shaft is due to the inertial loads inherent to ro-
tating masses IE, to the friction resistances and propeller torque QP. The 
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ship dynamics depends on propeller thrust TP, hull viscous resistances and 
disturbances. 
 
 
 
 
 
 
 
 

Fig. 1. Diesel engine based propulsion scheme 

2.1 Engine Dynamics 

In the task of modelling the main engine dynamics it is assumed that the 
propeller shaft is driven by a Diesel engine, which generates a torque QE 
controlled by a fuel index Y, Blanke, M., K et al. (2000, 2003) and Izadi et 
al. (1998, 1999). The Diesel engine dynamics is splitted into two sub-
models. The first part describes the relation between the developed torque 
and the fuel index. The linear transfer function is modelled as a first order 
linear time invariant system according 
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where KY is the gain constant and TE is the time constant corresponding to 
the torque from cylinder firings. The mentioned second part correspond to 
the shaft torque balance, being expressed as 

 pFEE QQnIQ ++=  (2) 
where IE is the total moment of inertia of rotating parts plus added inertia, 
Qp is the torque developed from the propeller and QF is the shaft friction 
torque which depends on the shaft speed. 
 

Some dynamic characteristics for a specific Diesel Engine are given by 
MAN B&W (2006) in steady state conditions. The relationship between 
such characteristics is shown in table 1. This tale shows the load in (%), 
the power developed (kW), the speed in (rpm), the specific fuel oil con-
sumption (SFOC) in grams per kW and hour, and the power absorbed by 
mechanical friction of rotating parts in (kW). Some useful relations can be 
achieved from the data of table 1 in order to model the engine dynamics. 
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Table 1. Characteristics of a specific Diesel Engine  

load Power speed SFOC Friction
% kW r/min g/ kWh kW 
100 20,090 95.0 182,800 1,430 
95 19,086 93.4 175,900 1,410 
90 18,081 91.7 169,000 1,390 
85 17,076 90.0 162,000 1,370 
80 16,072 88.2 154,700 1,340 
75 15,068 86.3 147,200 1,310 
70 14,063 84.4 139,400 1,280 
65 13,058 82.3 131,300 1,240 
60 12,054 80.1 122,800 1,200 
55 11,050 77.8 114,000 1,160 
50 10,045 75.4 104,800 1,110 
45 9,040 72.8 95,300 1,060 
40 8,036 70.0 85,400 1,010 
35 7,032 66.9 75,200 950 
30 6,027 63.6 64,800 880 
25 5,022 59.8 54,100 810 

 
According the data provided by table 1, with the help of a well known 

functional approximation technique based on the polynomial regression to 
fit the data to the following equations with a verified goodness greater than 
0.994, the following relations are achieved: 

22425.3720445.265.865)(_ nnkWPowerFriction ⋅−⋅+−=  (3) 

ω
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2*2425.372*0445.265.865

)(_)/(_

nn

kWpowerFrictionnkWTorqueFriction

−+−
=

=
 (4) 

236921.19326.2536782.10)(_ nEnEEkWPowerBrake ⋅+⋅−= (5) 

ω
ω

236921.19326.2536782.10)/(_ nEnEEkWTorqueBrake ⋅−⋅−
= (6) 

24424.2767.43834.2)/(_ nnskgFlowFuel ⋅+⋅−=  
239407.638976.223737.3)( FFEFFEEkWPower ⋅−⋅+=  (7) 

where FF is the fuel flow. 
2239407.638976.223737.3)/(

ω
FFEFFEEnkWQE
⋅−⋅+

=  (8) 

with ω the angular speed of the propeller shaft. 
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2.2 Propeller Thrust Dynamics 

The following relations model the propeller thrust and torque 
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where D is the propeller diameter and ρ is the mass density of water. KT 
and KQ are respectively torque coefficient and thrust coefficient which are 
defined by Pivano et al. (2006a) 
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where Vr is the relative speed of advance and A0 is the propeller disc sur-
face. The relative speed can be defined by Pivano et al. (2006b) 

 222 )7.0( nRVV ar ⋅⋅+=  (12) 
where R is the propeller disc radius and Va is the speed of advance (arriv-
ing water velocity to propeller) 
The corresponding angle between both velocities is achieved from (12) as 

 )7.0,tan( nRVa a ⋅⋅=β  (13) 
where the advance velocity can be achieved from the advance number J as 

 
Dn

V
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⋅
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As Va is variable according the type of propeller and the dynamic status, 
then J is also variable according those conditions. 

2.3 Ship Surge Dynamics 

The ship dynamics can be approached by the following nonlinear differen-
tial equation 

 EXTpT TTtvRvm +−+= )1()(  (15) 
where m is the total mass (ship mass plus added mass), R(v) is the hydro-
dynamic resistance, (1-tT) is the thrust deduction factor, TEXT is the total ex-
ternal forces and Tp is the thrust propulsion. 
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2.4 The Nonlinear State Space Model 

After rearranging eq.(1-3), and neglecting the external forces, engine speed 
and ship velocity is achieved a block diagram is achieved and shown in 
figure 2. 
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Fig. 2. The propulsion system block diagram. 

 
With regard to torque disturbances, the in-and out-of-water effect refers 

to a static loss of thrust when the propeller is partially submerged. In such 
a case the torque loss can be directly related to the lost of effective disc 
area, as given by Minsas et al. (1987). However, under severe weather 
conditions any attempt to achieve a model of such phenomena don’t suc-
cess at all. Consequently, the disturbances coming from propeller torque 
due to all mentioned prejudicial effects would be measured by computing 
shaft acceleration. In order to model the effect of such disturbances, (14) is 
corrected with a parameter CD that will take any value into the range 0.3 < 
CD < 1. As consequence of such correction equation (16) yields 
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where the dynamics of CD is associated with the pitch motion characteris-
tics (frequency and amplitude). The shaft resistances are also complex dy-
namic functions and are estimated with experimental data from MAN 
B&W (2006), which are restricted to a unique propulsion plant type. 

3 The Backstepping Procedure 

Nonlinear control theory has been the subject of very strong devolvement 
during the last two decades. Control systems have one main goal to 
achieve, and that is the stability of the controlled system. There are differ-
ent kinds of stability problems, which occur when studying dynamical sys-
tems. The tools developed in this area suddenly made the design and im-
plementation of controlling units in nonlinear systems more structured and 
rather straightforward. One of the concepts, which are well known today, 
is Backstepping theory. The Backstepping theory provides a tool for the 
recursive design of the control law based on the Lyapunov theory for stabi-
lizing the controlled system. This work concerns with stability of equilib-
rium points LaSalle, J.P (1966) and Yoshizawa, T. (1968). This section 
briefly reviews Control Lyapunov Functions and Backstepping theory and 
formalizes this requirement based mainly in Krstic M., I. Kanellakopoulos, 
and P. Kokotovic. (1995) and Krstic M. and H. Deng (1998). 

3.1 Control Lyapunov Functions (CLF)  

Since an objective is to develop closed-loop systems with desirably stabil-
ity properties, let us consider a system excited with a control input u 

 ),,( uxfx =  x Є Rn, u Є R,  f(0,0) = 0 (19) 
It is necessary to introduce an extension of the Lyapunov function con-

cept, the CLF. The objective is to find a control law )(xu α=  such that 
the desired state of the closed-loop system  

 ))(,( xxfx α=  (20) 
is a GAS (globally asymptotically stable) equilibrium point. It is consid-

ered the origin to be the goal state for simplicity. It can be chosen a func-
tion V(x) as a Lyapunov candidate, and require that its derivative along the 
solutions of (19) satisfy )()( xWxV −≤ , where W(x) is positive definite 
function. Then closed-loop stability follows from a theorem. It is necessary 
therefore to find )(xα  to guarantee that for all x ∈ Rn  
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 )())(,()()( xWxxfx
x
VxV −≤
∂
∂

= α   (21) 

The pair V and W must be chosen carefully otherwise (20) will not be 
solvable Krstic M. and H. Deng (1998). This motivates the following defi-
nition, which can be found in .  

Definition 1 (CLF)  
A smooth positive definite and radially unbounded function V: Rn → R+ 

is a CLF if for(19) and every x ≠ 0  
 0),()()( <= uxfxVxV x , ∀ x ≠ 0 and for some u (22) 
The significance of this definition concerns to the fact that, the existence 

of a globally asymptotic stabilizing control law is equivalent to the exis-
tence of a CLF. If exists a CLF for the system, then it is certainly possible 
to find a globally stabilizing control law. The reverse is also true. This is 
known as Artestin’s theorem and can be found in Sontag E.D., (1989). 
Now that the concept CLF is defined, it is necessary to move on and ex-
plore the backstepping theory, which is the main tool we must deal with in 
order to design a tracking control law. 

3.2 Backstepping  

The main drawback of the CLF concept as a design tool is that for most 
nonlinear systems a CLF is not known. The task of finding an appropriate 
CLF may be complex as well as that of designing a stabilizing feedback 
law. The backstepping procedure solves both problems simultaneously. 
The standard procedure can be found in Krstic M., I. Kanellakopoulos, and 
P. Kokotovic. (1995), Krstic M. and H. Deng (1998), Fosen, T.I. and A. 
Grovlen (1998) and Fosen, T.I. and J.P. Strand (1999). To spare the reader 
from the labor of understanding the main ideas of backstepping by a theo-
rem, it is preferable to start from the description of the general procedure, 
which will clarify such concepts. 

3.2.1 General Backstepping Procedure  

Backstepping consists in a structured sequence of steps responsible for 
stabilizing a general nonlinear process control described into a strict feed-
back state space form. Given a SISO nonlinear process described under a 
state space model, and assuming Yr to be a tracking reference trajectory, 
the steps in the next procedure are to be performed under a systematic way 
according the following sequence: 
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Step 1: 
Error step 1: 
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Lyapunov Function 1st step: 
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Derivative of V1: 
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Stabilizing function ith step:  
111 −−+ +−−== iiiiii ZZPX αα  

where Pi > 0, are positive constants 
Up to now, a number of stabilizing functions have been achieved. In the 

last step a feedback control function is defined. The above procedure will 
be applied on the determination of the parameters for a tracking controller 
(governor) of the propulsion engine in order to reject severe disturbances 
mainly due to in-and-out of water propeller. 

4 Tracking Controller Design Procedure 

Among the most relevant features of a marine propulsion system are those 
regarding the Digital Governor System (DGS) and the Main Engine Safety 
System (MESS).  

The DGS performs operations such 
• Regulation of main engine speed by advanced regulating algo-

rithms. 
• Load controller “scavenge air”, “torque”, “manual” load limiter. 

The MESS is responsible for 
• Automatic shut down and emergency stop. 
• Automatic slow down system. 
• Over speed protection system using dual engine speed detection. 

Among mentioned safety systems operations are those regarding over-
speed, which are rarely used except when a scenario composed by severe 
weather conditions (extreme pitch motions) under ballast cargo conditions 
is given and /or cavitation conditions etc. Such disturbances are directly re-
lated with shaft torque by means of equation (18) and cannot be effectively 
measured. An effective way to measure such disturbances consists in 
measuring the shaft torque by means of a torsional principle, which will 
transfer its output signal by means of a wireless device and is expensive. 

4.1 Backstepping Implementation  

From the scheme depicted with figure 2 representing the system dynamics, 
a state variable representation is shown in figure 3, where the ship dynam-
ics is neglected because the influence of thrust changes is transferred to the 
torque, which affects directly the engine dynamics. Additionally, a distur-
bance input CD is applied to the propeller torque in order to describe and 
simulate the in-and-out of water effect under severe weather scenarios re-
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sponsible for generate large pitch motion amplitudes. In the above process 
model, the input is the engine torque developed by the cylinder firings. In 
the control algorithm to be achieved, such signal is the desired engine 
torque, and is generated by the controller output. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. State space model of disturbed engine 

In the scheme of figure 3 it is assumed that the reference trajectory (ref-
erence speed) Yr to be tracked is the engine speed n = X1. Then the error 
dynamics is defined as 

 11 XYnnZ rr −=−=  (23) 
Following the described methodology, choose a candidate Lyapunov 

function such that 

 2
11 2

1 ZV =   (24) 

then the derivative of the Lyapunov function after introduce the derivative 
of eq(23) yields 

 )( 21111 XYZZZV r −==   (25) 
 

To guarantee the stability, the derivative of the Lyapunov function is 
forced to a constant value defined by 

 ;2
111 ZPV ⋅−= P1≥0 (26) 

where P1 is a constant, which for this algorithm will take a value suffi-
ciently high (20-30). Consequently, the above mathematical operations 
carried out with (25) and (26) yields 

 112 ZPYX r ⋅+=  (27) 
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Including in (27) the state space model depicted in figure 3 to achieve 
the manipulated variable or desired engine torque QED yields the following 
stabilizing control law 

25

1

)( nDKCQY
P

YnIQ QDFr
r

EED ⋅⋅⋅⋅++−
−

−= ρ  (28) 

Equation (28) will attenuate the disturbances coming from propeller 
torque assuring a stabilizing control law.  
The achieved control law will track a selected reference input, which will 
be generated via a reference model as shown in figure 4, where the feed-
back controller commands the reference model and the output of reference 
model is transferred to the backstepping algorithm. 

5 Control Structure Implementation 

The proposed structure has been designed to prevent propulsion system 
overspeed due to load disturbances from in-and-out of water effect on the 
propeller when severe weather conditions are given associated to severe 
pitch motions. 
 
 
 
 
 
 

Fig.4. Structure of proposed strategy based on a cascade of two controllers. 

The closed loop control structure is implemented by means of a feed-
back PID controller that commands a reference model under the structure 
shown in figure 4. Then, the reference model must provide a response that 
will be tracked by the backstepping controller. The feedback PID control-
ler, which performs the role of a master controller, is characterized by a 
high proportional gain, which ensures a rapid proportional action to acti-
vate the reference model response, influencing the backstepping algorithm 
responsible for the command of the fuel rack index. Consequently, the 
high gain of the feedback controller operates as a detector of the load dis-
turbances changes. As the high gain affect of the proportional action is 
transferred to the reference model, inherently is attenuated because the ref-
erence model is a low pass filter. Nevretheless, the load change event has 
been transmitted to the backstepping algorithm. Mentioned high propor-
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tional gain contributes with an unstable effect to the closed loop dynamics 
of the controlled system. However, this unstable effect is effectively com-
pensated by means of the backstepping algorithm embedded in the loop. 

The following features are inherent to the proposed control structure: 
• Load disturbances coming from abrupt changes of propeller torque 

are difficult to be accurately measured. The unique event that 
prove or evidence load changes, is the changes of shaft speed un-
der a given fuel index. That is the reason why a feedforward con-
trol will not be effective. 

• The reference inputs to the backstepping algorithm from the refer-
ence model contribute to a rapid reaction of the backstepping algo-
rithm when a type zero first order model describes the system ref-
erence model response. 

• The fact by which the integral action of the master feedback con-
troller is not an obstacle to be aware of load changes is due to the 
high proportional gain of this controller. 

• The constant P1 selected to the stabilizing function of the back-
stepping algorithm must be also high (20-25) in order to ensure an 
accurate model reference response tracking capacity. 

The reference model is responsible for the generation of the desired 
speed and acceleration. By means of the reference model, the limits of al-
lowable or desired controlled variables are defined. Figure 5 illustrates the 
location of avery contriol block into the closed loop control system. 
 
 
 
 
 
 
 

Fig. 5. Proposed closed loop control system 

A simple model of the form  
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is sufficient to define the desired speed and acceleration under the input 
command or control variable u. The desired acceleration (the maximum al-
lowable acceleration) is defined by the time constant Tr according the ex-
pression achieved from (29) 
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The closed loop control system after adjusting the master feedback con-
troller and the basckstepping algorithm adopt the parameters shown in ta-
ble 2. 

Table 2 Contrl system parameters 

Master PID Reference model Backstepping 

Kp=8,Ti=40;Td=10,Tn=0.2 Tr=5 P1=25 

6 Results and Conclusions 

In order to verify the effectiveness of the proposed control strategy, two 
case studies were considered on the same marine propulsion system: The 
case of a conventional governor based on a feedback PID controller and 
the case of an embedded backstepping algorithm into a closed loop feed-
back master controller according the control scheme depicted with figure 
4.  

Figures 6 and 7 show the results of both dynamic responses under the 
same sea state conditions that are under the same load disturbances. The 
in-and-out of water effect supposes a load variation between 40% and 
110% of nominal load. Under the conditions of the described situation 
both propulsion systems were simulated. Every figure displays three 
graphs each. The first graph represents the setpoint speed in (rps) and the 
actual revolutions. The second graph shows the speed and acceleration of 
the reference model. The third graph shows the manipulated variable gen-
erated by the backstepping algorithm and the disturbances. 

Comparing the first graph of figure 6 with the first graph of figure 7, a 
relevant difference exists with regard to the engine speed responses under 
disturbances. The results of figure 7 are much better and satisfactory than 
those of figure 6. In a real situation the results of figure 6 could not be tol-
erated because of the safety requirements. The actual conventional solution 
consists of reducing the engine speed setpoint in order to keep a reasonable 
degree of safety. Nevertheless, with the proposed solution such reduction 
is not necessary because control performance fulfil the safety require-
ments. 
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Fig. 6. Conventional propulsion system response 
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Fig.7. Proposed propulsion system response 
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6.1 Conclusions 

The motivation of this work is the lack of performance of conventional 
governors applied on marine diesel propulsion systems under severe 
weather conditions. The main reason of such problem is the phase lag in-
troduced by the integral action of the conventional (PID) governors, which 
is an obstacle to provide a rapid response under load changes. The men-
tioned unavoidable phase lag cannot be eliminated from a conventional 
governor, and this is the main reason by which this regulator is not quite 
effective actually under severe weather conditions. Another problem 
comes from the unstable effect introduced by increasing the proportional 
action gain in order to achieve a rapid response to load variations.  

To overcome these two problems, an unconventional control structure 
to ensure propulsion system safety is proposed. The proposed solution is 
motivated by the difficulties encountered to measure the torque distur-
bances on propeller shaft eliminating the possibility of solving this prob-
lem by means of a conventional feedforward compensation strategy. Con-
sequently, the association of a feedback master controller with a 
backstepping algorithm solves the problem satisfactory. 

It is shown that it is possible to keep a high gain closed loop system 
stable with the contribution of a backstepping algorithm embedded into the 
loop. Additionally, the problem due to the contribution of the integral ac-
tion of the feedback master controller (an undesired phase lag) is overcome 
by means of the backstepping algorithm that reacts accurately under the 
reference model response changes when the high gain proportional action 
of the feedback master controller detects disturbances. 
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The aim of this chapter is to show a reliable procedure to solve the prob-
lem of identification of the ship model parameters using the experimental 
data achieved from both manoeuvers, the change of course and the turning 
circle test. Two non-linear models (Bech and Norrbin) has been processed 
on the identification task to demonstrate the procedure suitability. Valida-
tions of the achieved results are based on the knowledge of the true pa-
rameter values, which were used to compare model based simulated results 
with the true observed data to show the validity of the proposed procedure. 

1 Introduction 

The Maritime Safety Committee (MSC) of the International Maritime Or-
ganization (IMO) has emitted in the year 1998 the Resolution MSC.74(69) 
whose title was “Adoption of New and Amended Performance Standards”. 
In its Annex 3 established the recommendations, general and specific, 
about the Universal Automatic Identification System (AIS). It is a ship-
board transponder system in which ships continually transmit their ID, po-
sition, course, speed and other data to all other nearby ships and shoreside 
authorities on a  common VHF radio channel. The concept is derived from 
the pioneering work of a Swedish inventor named Häkan Lans, who de-
veloped in the mid 1980s an ingenious technique for spontaneous, master-
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less communication, which permits a large number of transmitters to send 
data bursts over a single narrowband radio channel by synchronizing their 
data transmissions to a very precise timing standard. 

AIS is designing to operate in one of the following modes: 
 
 • In a ship-to-ship mode for collision avoidance 

• In a ship-to-shore mode as a means for coastal states to moni-
tor and obtain information about a ship and its cargo 

• As a traffic management tool when integrated with a Vessel 
Traffic System (VTS) 

               

 

Fig. 1. AIS integrated with VTS (assumes control of timeslot assignments) 

A new functionality can be added, the capacity of prediction about the 
foregone movements of the ship in the actual conditions of sailing under 
the external disturbances (wind, currents,..), state of load and under keel 
clearance. The resulting information can be transmitted by the AIS systems 
to other ships and the coastal stations. This objective can be carried out by 
an adequate identification algorithm of its dynamics that should work in 
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real time.  In this way the prediction of these movements can be deter-
mined and transmitted to other ships for collision avoidance as well as to 
the coastal stations. The identification algorithm utilised in this paper is 
based on the backstepping procedure design and a model that can represent 
in an adequate way the ship’s dynamics as the non-linear models. 

 
The new recursive design known as the adaptive backstepping ( Krstić, 

et al., 1992) is based on three techniques which differ in the construction 
of adaptation law:  

 
(i) Adaptive backstepping with overparametrization, when at each de-

sign step a new vector of adjustable parameters and the correspond-
ing adaptation law are introduced  ( Kanellakopulos, et al.,1991),  

(ii) Adaptive backstepping with modular identifiers, when a slight modi-
fication of the adaptive control allows independently the construc-
tion of estimation-based identifiers of unknown parameters (Krstić, 
et al., 1992),  

(iii) Adaptive backstepping with tuning functions, when at each design 
step a virtual adaptation law known as tuning function is introduced, 
while the actual adaptation algorithm is defined at the final step in 
terms of all the previous tuning functions  (Krstić, et al., 1995). 

2 Ship Models 

In the process of analysing the motion of a ship in 2 degrees of freedom 
(DOF) it is convenient to define two co-ordinate systems as indicated in 
Figure 2. The moving co-ordinate frame X0 Y0 is conveniently fixed to the 
ship and is denoted as the body-fixed frame. The origin of this body-fixed 
frame is usually chosen to coincide with the centre of gravity (CG) when 
CG is in the principal plane of symmetry. The earth-fixed co-ordinate 
frame is denoted as X Y. The angle Ψ is the course angle or heading, VL is 
the forward velocity, VT is the velocity in starboard direction and δ the 
rudder angle. The co-ordinates (x,y) denotes the ship’s position along the 
track. 

The elimination of the sway velocity (VT) in the model of Davidson  and 
Schiff (1946); Gerritsma (1980), has driven to the obtaining of the models 
of Nomoto (1957). Because of the assumption of mean constant forward 
speed in the models of Nomoto are only suitable for small rudders angles. 
Another phenomenon that cannot be described by these linear models is 
the effect of course instability. For these reasons, later on Norrbin (1970) 
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and Bech (1969), substituted the linear term of the angular acceleration of 
the ship in the Nomoto’s first and second order, respectively, for a non-
linear term formed by a polynomial of third order whose coefficients were 
determined by the Bech’s reverse spiral manoeuvre.  
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Variables used in the description of the ship’s movement 
 
 

In basis on the cinematic variables define in Fig. 2, the motion equations 
that can to define the ship movements are  

 
ψψ cossin ⋅+⋅= TL VVx                                     (1.a) 
ψψ sincos ⋅−⋅= TL VVy                                     (1.b) 

 
Where the speed rate in the longitudinal direction or surge speed and the 

transversal or sway one, VL and VT, respectively are 
 

SVeVdV LL +⋅−⋅−= 2
ψ                                      (2.a) 

3
ψψ VgVfVT ⋅−⋅−=                                       (2.b) 

 
being ψV the ship’s speed in the angular sense. The equation (2.a) indicates 
how the propeller’s thrust resulting in a forward acceleration S is counter-
acted by the ship speed as well as the turning rate. The relation between 
the speed VT and the rate of turn ψV , determined and affirmed by the full 
scale and laboratory experiments is given by the equation (2.b). 
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The first identification algorithm utilised in this chapter is based on the 
backstepping procedure and in a model that can represent in an adequate 
way the ship’s dynamics as the model of Bech. It takes the form  

 
( ) ( ) UKHKTTTT B ⋅=⋅+⋅++⋅⋅ ψψψ 2121                   (3.a) 

( ) 3
3

2
210B ψbψbψbbψH ⋅+⋅+⋅+=                             (3.b) 

 
where ψ  is the ship course, ψr = , the rate of turn and δTδU 3 ⋅+=  is the 
control, being δ  the rudder angle. 

The equation (3.a) is an extension of the Nomoto’s second order model 
that has been amplied to include non-linear effects by adding dynamic 
non-linearities referred to as manoeuvring characteristics gived by a non-
linear function HB(r) (3.b).  

In order to carry out the system description by the nonlinear state equa-
tions it is preferable to define the following state variables. rψx1 ==  (yaw 
rate), rψx2 ==  (angular acceleration), being the output y. The dynamic 
equations of ship dynamics are, 
 

                                                 21 xx =                                (4.a) 
 

                                                      θϕ ⋅+⋅= T
2 Udx                               (4.b)                                  

 
1xy =                                           (4.c) 

being the coefficient’s values, 
 

                          
21

21

TT
TTa
⋅
+

−=                                      (5.a)                              

21

1
1 TT

bKc
⋅
⋅

−=                                      (5.b)    

                                              
21

2
2 TT

bKc
⋅
⋅

−=                                      (5.c)                                                

21

3
3 TT

bKc
⋅
⋅

−=                                      (5.d) 

 
21

0
0 TT

bKc
⋅
⋅

−=                                      (5.e) 
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21 TT
Kd
⋅

=                                          (5.f) 

 
The known nonlinearitie ϕ  and the vector θ  of constant and unknown 

parameters are, 
 

[ ]3
3
2

2
22

T xxxx1=ϕ                                 (6.a)   
                                

[ ]accccθ 3210
T =                      (6.b)        

  
The block diagram of the system tested is showed in Fig. 3. Systems of 

this form are called parametric strict feedback systems or triangular sys-
tems ( by analogy with linear systems), because the nonlinearities depend 
only on the variables and parameters that are feed back. 
 

 
 

Fig. 3. Block diagram of a second-order analysed system 
 
Finally, a rudder control with first-order actuator dynamics is modelled as 
 

( )Uδ
T
1δ
3

−⋅−=                                                 (7) 

 
The second identification algorithm that has been developed is based on 

both the Norrbin model and the turning circle test. In this case the ship 
steering dynamics can be which is an extension of the first-order model of 
Nomoto that has been amplied to include non-linear effects by means of 
the consideration of a function that describes the non-linear nature of ship 
dynamics and can be expressed in terms of a polynomial expansion as 

( ) 3
3

2
210N rararaarH ⋅−⋅−⋅−−= . 

 
r=ψ                                                  (8.a) 
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3
3

2
210 rararaar ⋅−⋅−⋅−−=                         (8.b) 

3 Ship Under Test 

The ship whose dynamic is determined by the procedures summarized in 
this chapter has been built in the shipyard of Navantia (2001) localized in 
the Cádiz bay in the year 2001.  

 
Table 1. Main characteristics of the ship tested 

 
Name Stena Hol-

landica 
Bulbous bow Yes 

Draught forward (full 
load condition) 

6 m  Type of rudder Becker  
(2 units) 

Draught aft  (full load 
condition) 

6 m Maximum angle of rud-
der 

65 de-
grees 

Deadweight 7456    
metric ton-
nes 

Time of hard–over to 
hard over 

 
56 s 

Maximum displace-
ment  

19949  
metric ton-
nes 

Propellers 2 

 
Length overall 

 
188.3 m 

Engine (2 per shaft) at 
maximum power 
 

4 x 
6000 
kW 
 

 
Breadth (moulded) 

 
28.7 m 

Speed loaded (maxi-
mum full ahead) 
 

23.14 
knots 

The experimental results obtained from the manoeuvring documentation 
(according the IMO Resolution A.601(15) - interim standards for ship ma-
noeuvrability) with the ship are in the normal ballast condition, with a 
surge speed of 23.14 knots and a rudder angle of 20 degrees are shown in 
Table 2. 
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Table 2. Course change test results 
 
Time from wheel 
over position  

Change of heading Speed after turn 
      

(s) (deg) (rad) (knots) 
0 0 0 23.14 

15.03 10 0.1745 19.46 
22.07 20 0.3491 18.84 
28.69 30 0.5236 18.14 
35.43 40 0.6981 17.33 
42.29 50 0.8727 16.55 
49.36 60 1.0472 15.74 
56.64 70 1.2217 14.95 
64.25 80 1.3963 14.17 
72.00 90 1.5708 13.44 
80.00 100 1.7453 12.74 
88.00 110 1.9199 12.12 
96.50 120 2.0944 11.51 

 
 
 

In the tested ship the rudder (2 units of Becker type) can be moved from 
65 degrees port to 65 degrees starboard within 56 seconds, thus for a step 
input in the rudder angle of 20 degrees it is necessary a time of 8.3 s to 
reach the 99.3% of the steady state for the rudder angle δ  according to the 
linear dynamics of first order represented by the equation (7). In other 
words the constant time is T3=1.7 s. 

4 Initial Identification Processes 

Two design procedures has been developed to carry out the identification 
of the parameters in the non-linear model. The first is based on recording 
the temporal variation of the yaw angle during a simple maneuver of 
change; the second in the determination of the radius angle when the trial 
of the turning test is carried out. 

To establish the goodness of the proposed procedure of identification it 
is necessary to know the true values of the parameters (supposed con-
stants) that appear in the dynamical equations of Bech and Norrbin that has 
been utilised in this work. For this purpose the goal to be achieved is to re-
duce the difference between the experimental values obtained from the ex-
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perimental course change speed (showed in Table 2) and the solutions of 
the non-linear differential equations (3.a) and (8.b) by means of an appro-
priate selection of the equation’s parameters. The procedure is based on 
the following procedures and algorithms: 
 

• In basis to the values that are shown in Table 2 the dependency 
of the yaw angle and the yaw rate on the time has been obtained by 
means of fitting by least square procedure of the experimental 
points to a polynomial of order six. The temporal variation of the 
yaw angle was obtained by differentiation of this result. 
 

2100.1519t3100.33822t2100.11353t4100.2287

4t6100.22785t8100.11256t11100.2191dψ

−⋅−⋅−⋅−⋅−⋅+⋅−⋅−

⋅−⋅+⋅−⋅−⋅−⋅=

                                                                                                    (9.a) 
( )

2224

3648511
dd

100.3382t100.2270t100.6862

t100.9112t100.5627t100.1315tyr
−−−

−−−

⋅−⋅⋅−⋅⋅−

⋅⋅+⋅⋅−⋅⋅==                                                  

(9.b) 
where rd is the rate of turn in (rad/s) and Ψ  the course (rad). 
 

• A Backward-Euler integration algorithm with a step size of 1        
second. 
• An optimisation algorithm of Powell (Darnell, 1990) with an op-
timisation criteria ITAE (assuming the ITAE performance criterion 
as the product of integral of time-weighted absolute error). 

 • A trial and error procedure. 
 

The resulting parameters are shown in Table 3, while in Fig. 4, the ex-
perimental yaw angle and yaw rate is compared with the theoretical ones, 
showing an excellent agreement between them. The purpose of this paper 
is to design a systematic procedure for finding an identification algorithm 
that does not depend, even partially, on a heuristic method such as the one 
used to know the true values of the ship’s model parameters and thus it is 
possible to know the excellence of the proposed procedure. The procedure 
of the identification based on the tuning functions design resembles the 
classical procedure used in the model reference adaptive control (MRAC) 
(both are based in the Liapunov stability theory) but, however, it shows a 
considerable advantage over the traditional scheme. Both for a same con-
trol effort and initial conditions, the transient performance of tuning func-
tions is far superior, whereas the tracking error with the tuning functions 
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scheme is only a fraction of the indirect method. This is a consequence of 
incorporating the parameter update law into the controller  (Kanellakopou-
los, et al., 1991). Other two most important factors which contribute to the 
superior performance of the tuning functions scheme are nonlinear damp-
ing and reference model initialisation. 
 
 
 
 

 
 
 
 
 
 
 
                     (a)                                                               (b) 
 
Fig. 4. The experimental values (+) of the yaw rate (a) and the yaw an-

gle (b) are compared with the fittings (continuous line) 
 

The procedure described in this paper can be used as a new and alterna-
tive  
estimation method on the traditional ones, Continuous Least-Squares, Re-
cursive Least- Squares , Recursive Maximum Likelihood, State Aug-
mented Kalman Filter (Fossen, 1994). 

5 Identification Based on the Change of Yaw Angle 

The identification objective consist in the determination of the parameters 
of the dynamic equation of motion ( T1, T2, K)  and the  coefficients of the 
nonlinear manoeuvring  equation ( )[ ]a,3..0ici =  supposed constants dur-
ing the period of recollection of  data ≈ 100 s. The general-purpose com-
puter system measures data of the ship sensor (based on the GPSD) and in 
basis on the algorithms that will be developed determines these parame-
ters. The information is transmitted to the autopilot for the control of the 
steering. If the environmental conditions of sailing change during the fol-
lowing period the new dynamics is updated and an indirect adaptive steer-
ing is carried out. The identification procedure is based on the backstep-
ping procedure developed by Krstić in 1995. 
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In the backstepping approach, two additional variables are introduced. 
The variable z1 representing the tracking error, and z2 which means the er-
ror variable that expresses the fact by which x2 is not the true control, both 
are defined by: 

                         dxxz −= 11                                                  (10.a) 

                          ( )122 zxz β−=                                             (10.b) 

where the function ( )1zβ represents a stabilizing function whose depend-
ence will be chosen later with the objective of achieving the asymptotic 
stability. 

In the first step of the backstepping it is necessary to derive the equation 
(10.a) and with the aid of the (4.a) and (10.b) to obtain 

 
( ) d121 yzβzz −+=                                             (11) 

 
and  choosing the stabilizing function as 

Table 3. 
 

Bech’s model Norrbin’s model 
Para- 
meter 

Value Unit Para- 
meter 

Value Unit 

K 2106.4817 −⋅  s − − − 
T1 112.023 s − − − 
T2 13.5707 s − − − 
T3 1.70 s − − − 
c0 71077.7 −⋅−  srad ⋅  a0 31010284.3 −⋅

 
1srad −⋅

 
c1 31039669.2 −⋅  2s−  a1 21000982.1 −⋅

 
s-1 

c2 -0.146117 11 srad −− ⋅
 

a2 1 rad-1 

c3 51044894.2 −⋅  2rad−  a3 0.77 2rads −⋅
 

a 21026149.8 −⋅−
 

1s−  − − − 

d 51027019.4 −⋅  s − − − 
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( ) ( ) 11111d1 zzβzKyzβ ⋅−⋅−=                                   (12) 

 
being K1>0, ( ) 111 z,0z ∀≥β . In this step a Liapunov’s function candidate is, 

 
2
11 z

2
1V ⋅=                                                     (13) 

whose derivative is 
 

( )[ ] 21
2
11111 zzzzKV ⋅+⋅+−= β                                     (14) 

 
 

The second step of the backstepping depart of the equation (10.b) where 
the variation of the second backstepping state is, 

 

( ) ( )12

3

0i

i
i12 zβUdxaczβαz −⋅+⋅+=−= ∑

=

                        (15) 

 
As consequence of the uncertainties in the parameters ci (i=0..3) and a, it 

cannot be cancelled by the control. For the principle of certain equiva-
lence, each one of the parameters are substituted for its estimate iĉ (i=1..3) 
and â , the made errors are 

 
( )0..3iĉcc~ iii =−=                                    (16.a) 

âaa~ −=                                               (16.b) 
 

The second Liapunov function proposed is, 
 
 

2

a

3

0i

2
i

i

2
212 a~

γ
1

2
1c~

γ
1

2
1z

2
1VV ⋅⋅+












⋅⋅+⋅+= ∑

=

                  (17) 

its derivative is 
 

a~a~
γ
1c~c~

γ
1zzVV

a
ii

3

0i i
2212 ⋅⋅+⋅⋅+⋅+= ∑

=

                     (18) 

     
 

after of considering (14,15,16.a.b) the equation (18) can be transformed in 
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( )[ ]
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3

0i
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i
i2

a
22

3

0i

i
ii2221

2
11112

c~c~1xzaa~1xz

βUdxĉxâzzzzzβKV
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⋅+⋅+⋅








⋅+⋅
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−⋅+⋅+⋅⋅+⋅+⋅+−=

∑

∑

=

=

γγ

            

(19)  
                                                 

in a real situation it is predictable that 0x
3

0i

i
i ≠∑

=

, that it to say, always 

there is an error in the parameter estimations, in consequence to eliminate 
the last term in (19), two solutions can be adopted, 

 
• solution  less restrictive 
 

0c~
γ
1zx

3

0i
i

i
2

3

0i

i
i =⋅+⋅ ∑∑

==

                                (20.a) 

 
• solution more restrictive, 
 

( )30ic~
γ
1zx i
i

2
i
i =⋅−=⋅                           (20.b)                  

 
If someone of the conditions (20.a) or (20.b) are match, then of the (19) 
 
 

( )[ ]











−⋅+⋅+⋅⋅+⋅+⋅+−= ∑

=

βUdxĉxâzzzzzKV i
i

3

0i

i
i2221

2
11112 β     (21) 

 
                  

If the rudder angle is chosen as, 
 

( )[ ]












⋅+−+⋅−⋅−−⋅= ∑
=

−
2222

3

0i

i
ii21

1 zzβKβxĉxâzdU          (22)                 

                 
the derivative of the Liapunov function (19) is now 
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( )[ ] ( )[ ] 2
2222

2
11112 zzKzzKV ⋅+−⋅+−= ββ                              (23) 

 
    

if the functions 1β and 2β  are chosen as 
 

( ) 2
111 zzβ =                                                (24.a) 

( ) 2
222 zzβ =                                              (24.b) 

 
and 0K0,K 21 >> . Since 2V  is negative definite, it follows from LaSalle 
(1968)-Yoshizawa (1966)  theorem, that in the ( )21 z,z  coordinates the 
equilibrium (0,0) is global asymptotically stable (GAS) and ( )30ic~,a~ i =  
are global uniformly bounded. In view of (10.a), x1(t) tends to yd(t) asymp-
totically. From (10.b) the condition 0z2 →  as ∞→t implies that 

( )12 zβx → . 
As yxx 12 == and, as ( ) ( ) 1111d1 zzβzKyzβ ⋅−⋅−= , d1 yy0,z →→ . That 

is to say, the temporal variation of the actual trajectory tends to desired one 
which is supposed to be bounded in an asymptotically manner. 

The dynamics of the first error state can be obtained from (11) and con-
sidering (12). The result is 

 
( )[ ] 211111 zzzβKz +⋅+−=                                 (25) 

 
the corresponding variation of the state z2 , is obtained to depart of (15) 
with the control chosen (22) 
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in matrix form after of taking into account (25) and (26), 
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For the implementation of the control signal (22) it is necessary to ex-
press the functions β and its derivative in terms of the variables previously 
defined. It is easy to show that these are defined by the equations, 
 

3
111d zzKyβ −⋅−=                                     (28.a) 

 
( )[ ]

1
1

111
1d z

z
zzβKyβ ⋅








∂

⋅∂
+−=                          (28.b) 

 
After using the damping functions (24.a) and (24.b), 

 
 

[ ] [ ] ( )[ ]21
2
11

2
11d1

2
11d zzzKz3Kyzz3Kyβ +⋅+−⋅⋅+−=⋅⋅+−=     (29)                      

 

5.1 Identification Results 

The simulation of the system has been carried out. By means of the algo-
rithm of integration of Backward- Euler  with a  step-size  of  0.1 s. The 
optimisation one that allows the reduction of the error between the parame-
ters estimates and its true values was of the Fletcher Reeves, that requires 
few iterations to convergence (Flannery, et al., 1989). The procedure is ca-
pable of identifying the parameters that are presents in the dynamic equa-
tion of the ship movement (3.a.b). The results are shown in Table 4 jointly 
with the values of the gains utilised in the identification process. 
One of the simulation result is shown in Fig. 5.b where the experimental 
values (symbol +) are compared with the variation of the yaw rate obtained  
by the summarised procedure showed in the paper (continuous line). The 
initial  estimations   of   the   parameters were the same for all model pa-
rameters (20% of its true values). The maximum error committed in the es-
timation process was of 0.9%. In Figs.6.a-b,7 appears the fast convergence 
of the estimation errors toward the null values. 
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Fig. 5.(a) Temporal variation of the yaw angle. (b) 
Comparison between the experimental values of the yaw rate (+) and the 

simulation result (continuous line)  
 

Table 4. 
 

Parameter Value Units Controller gains 
(in p.u)    

Value 

− − − K1 32.09 
c0 -7.77⋅10-7 radּs K2 71.06 
c1 2.5⋅10-3 s-2 

0γ  710501 −⋅.  
c2 -0.146117 rad-1ּs-1 

1γ  931.−  
c3 -2.44894⋅10-2 rad-2 

2γ  1250  
a -36149ּ10-2 s-1 

3γ  51011 ⋅− .  
d 4.27873ּ10-5 s aγ  7858.  
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Fig. 6. (a)Variations of the errors on the parameters [c0(-),c1(- -)].(b) Varia-
tions of the errors on the parameters [c2(-),c3(- -)]. 
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Fig. 7. Variations of the errors on the parameter (a) 
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6 Identification Based on the Turning Circle Test  

Several trial test for marine vehicles has been proposed, namely, the Turn-
ing, the Z-Manoeuvre (Kempf), Modified Z-Maneuver, Direct Spiral 
(Dieudonné), Reverse Spiral (Bech), Pull-Out, Stopping, Stopping Inertia, 
New Course Keeping, Man-Overboard, Parallel Course Manoeuver, Iner-
tial Turning, Z-Maneuver Test at Low Speed, Accelerating Turning, Ac-
celeration/Deceleration, Thruster, Minimum Revolution, Crash Ahead 
Test, though there are no definitive international standards for conducting  
manoeuvring  trials with ships. Many shipyards have developed their own 
procedures driven by their experience and with consideration to the efforts 
made by the International Towing Tank Conference (ITTC, Proceedings 
1963-1975) and other organizations or institutes (Journée and Pinkster, 
2001). The society of Naval Architects and Marine Engineers (SNAME) 
has produced three guidelines: “Code on  manoeuvring and  Special Trials  
and Tests” (1950), “Code for Sea Trials” (1973) and “Guide for Sea Tri-
als” (1989). The Norwegian Standard Organization has produced “Testing 
of New Ship, Norsk Standard” (1985). The Japan Ship Research Associa-
tion (JSRA) has produced a “Sea Trial Code for Giant Ships (1972). IMO 
Resolution A.601 (1987) and IMO Resolution A.751 (1993), were adopted 
by  the  IMO  Assemblies  to   address   ship manoeuvrability.  The last 
Resolution adopted by this organization was the MSC 137(76) on 4 De-
cember 2002. The  Z -  Maneuver Test (Kemf) jointly with the Spiral Ma-
noeuvre give some indication of control effectiveness (yaw- angle rate ver-
sus rudder angle) are recommended for all organisations and let us to carry 
out a compare the manoeuvring properties and control characteristic of a 
ship with those of other ships. 

Experimental results of trial tests can be to meet in the references 
showed in Principles of Manoeuvring and Control ( Crane,1999). In tested 
ship the results of the turning circle test are showed in Table  5 . 

The backstepping  design is capable of realising this task of identifying  
The identification procedure only needs the value of the  radius in the turn-
ing test trials. The procedure can be to extend to the determination of the 
term c  that multiplies to the rudder angle in the Norrbin equation that de-
scribes the ship motion. 
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6.1 Description of the Circular Motion  

It should be considered that the transversal speed can’t considered zero 
during a circular movement because a non-zero transverse velocity is a 
prerequisite for turning the ship along a circular path, such as the turning 
circle, however seemed reasonable to suppose that the condition should be 
stayed during the entire movement V=VL>>VT. Below this assumption the 
equations (1.a-b) are 
 

ψsin⋅≈ LVx                                            (30.a) 
ψcos⋅≈ LVy                                           (30.b) 

 
In a radial movement  the cinematic  equations  are ( see for details the 

Fig.8   ), 
 
 

γsin0 ⋅+= Rxx                                          (31.a) 
γcos0 ⋅+= Ryy                                         (31.b) 

 

Table 5. Values obtained under the turning circle test. (Max. ahead speed 
22.68 knots, normal ballast condition, 20 degrees of rudder). (For details 

see the Figure 8) 
 

t (s) Transfer (m) Advance (m) 
0 0 0 

19.67 0 203.72 
32.00 18.52 314.84 
44.38 55.56 444.48 
56.88 111.12 555.60 
69.67 166.68 648.20 
82.38 259.28 722.28 
95.25 351.88 796.38 

108.00 463.00 851.92 
121.00 574.12 886.96 
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resolving the equations (30-31.a-b) in terms of R and γ  it is easy to probe 
that the temporal variations of the  
 

( )γψγ −⋅= sin
R

VL                                       (32.a) 

( )γψ −⋅= cosLVR                                      (32.b) 
 

6.2 Statement of the Problem under Space State Description 

For this purpose the following state variables are intro-
duced: R~RRx d1 =−= , where Rd is the radius that is described by the 
ship during the turning circle and R the actual one while R~ represents the 
error between these two variables; ψ=2x (yaw angle), rx3 = (yaw 
rate), γ=4x (angular position in the circular motion).With those choices 
the state equations are, 
 

( )421 cos xxVx −⋅=                                  (33.a) 
32 xx =                                            (33.b) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8. Main parameters that defined the turning circle test 
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=

cxax
i

i
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0
33                                (33.c) 

( )42
1

4 sin xx
Rx

Vx
d

−⋅
+

=                             (33.d) 

       

6.3 Adapative Backstepping Procedure and Identification One 

Initially on the recursive procedure, the state x2 is treated as a virtual con-
trol for the equation (33.a). At each subsequent step, it will be increased 
the designed subsystem by one equation. At the i- step, the ith- order sub-
system is stabilised with respect to a Liapunov function Vi by the design of 
a stabilising function αi. The updating law of the adaptive control system 
that allows us to know the true values of the dynamic model and the con-
trol signal is designed at the final step. To implement the identification 
procedure based on backstepping , following steps are to be performed: 
 
STEP 1 
 

The following variables are introduced:  
 

11 xz =                   (34.a) 
( ) 1422 αcosz −−⋅= xxV          (34.b) 

 
where α1 is using as a control to stabilize the z1 subsystem, we choose the 
following Liapunov function candidate, 
 

2
11 2

1 zV ⋅=                                          (35) 

 
its derivative is given by 
 

( )1211 α+⋅= zzV                                       (36) 
 

choosing the stabilising function 1α  as a simple linear feedback law 
 

( )dRRKxKzK −⋅−=⋅−=⋅−= 111111α                         (37) 
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which leads to 
21

2
111 zzzKV ⋅+⋅−=                             (38) 

 
the second term z1.z2 in (38) will be cancelled at the next step. 
      
STEP 2 
 

It is necessary to consider that state x3 is the control variable in the sec-
ond equation (33.b). The third backstepping variable z3 is defined by the 
equation, 

 
233 αxz −=                                   (39) 

 
where 2α  is a second stabilizing function used as control to stabilize the 
(z1,z2) subsystem. In this step is possible to meet the variation of the sec-
ond error variable z2, without more than to take its derivative in (34.b), af-
ter of considering  ( 33.b )  and (33.d ), to meet 
 

( ) ( ) 14242
1

32 sinsin α−−⋅







−⋅

+
−⋅−= xxxx

Rx
VxVz

d
         (40) 

 
It is important to observe that the time derivative 1α  can be imple-

mented analytically without a differentiator in the following manner, 
 

RK
t
R

Rt
⋅−=

∂
∂
⋅

∂
∂

=
∂
∂

= 1
11

1
ααα                                 (41) 

 
In this step the initial Liapunov function is augmented with a quadratic 

term 
 

2
212 2

1 zVV ⋅+=            (42) 

 
its temporal variation after of considering the equations (38) and (40), 
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If 2V   must be negative definite in  terms of z1 and z2, the second stabi-
lising function 2α  is chosen as, 
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in this way 

( )4232
2
22

2
112 sin xxVzzzKzKV −⋅⋅⋅−⋅−⋅−=                         (45) 

 
STEP 3 

 
In this last step we can  

∑
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The last Liapunov function utilised is 
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where ( )30ia~i =  represents the estimation errors, differences between 
the true values ( )30ia i = and the estimation ones ( )30iâ i = . 
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Using the control δ  and an updating law to stabilize the entire system 

(z1,z2,z3). We choose the control as, 
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The terms that contains the parameter error are now eliminated with the 

update laws 
 

( )30~1
33 =⋅=⋅ izxa i

i
iγ

                                    (51) 

 
This equation can be developed in the ones, 
 

300
~0 zai ⋅== γ                                     (52.a) 

313312
~1 zrzxai ⋅⋅=⋅⋅== γγ                            (52.b) 

3
2

23
2
322

~2 zrzxai ⋅⋅=⋅⋅== γγ                           (52.c) 

3
3

33
2
333

~3 zrzxai ⋅⋅=⋅⋅== γγ                          (52.d) 
                

Previous described laws guarantee that 
 

0zKV
3

1i

2
ii3 ≤⋅−= ∑

=

                 (53) 

 
Since 3V is negative definite, it follows from LaSalle-Yoshizawa theo-

rem (LaSalle,1968; Yoshizawa, 1966), that in the (z1,z2,z3) coordinates 
the equilibrium (0,0,0) is global asymptotically stable, and 
( ) ,30i,tâ i = are global uniformly bounded. In view of (34.a), z1=x1 go to 

zero asymptotically and dRR → as ∞→t . From (34.b) for a V bounded 
and 111 zK ⋅−=α this implies that also x2 towards zero an asymptotically 
manner. From (39), x3 tends towards 2α (the second stabilizing function). 
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6.4 Error Dynamics 

For implementation purposes is convenient to obtain the error dynamics in 
the states previously introduced. The first dynamic is obtained to depart of 
(34.a-b) and (37), 
 

( ) 211124211 cos zzKzxxVxz +⋅−=+=−⋅== α                      (54) 
 

The second equation can be obtained after of considering the equations 
(40) and (44), 
 

( )4232212 sin xxzVzKzz −⋅⋅−⋅−−=                             (55) 
 

The third equation is obtained (46) and (49) 
 

( )42233
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                       (56) 

 
Finally, the resulting error dynamics obtained from equations 

(54,55,56) is written as, 
 

( )
( )





















⋅−

+















⋅

















−⋅
−⋅−−+
















⋅

















−−
−−

−
=

















∑
=

3

0i

i
3i

3

2

1

42

42

3

2

1

3

2

1

3

2

1

xa~
0
0

z
z
z

0xxsinV0
xxsinV01

010

z
z
z

K10
1K1
01K

z
z
z

                  (57)  

 6.5 Identification Procedure 

The identification objective is based on the realization of the following 
tasks: 
 

i) The performing of the turning circle test and the determination 
of the effective turning radius for a particular rudder angle and 
the ship speed. In the ship that has been tested, the turning ra-
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dius was 228 m, with a normal ballast condition and maximum 
speed 22.68 knots. Other no fundamental features for this iden-
tification purpose were a transfer 243 m, advance 334 m and 
tactical diameter 416 m. 

ii) The application of the identification algorithm based on the im-
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
                                                       (a)                          

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                  (b) 

Fig. 9.Temporal variation of the error variables.(a) z1, (b) z2 



The contribution of a nonlinear design to the identification process of the 
parameters that defined the ship´s dynamics      89 

plementation of the equations (54,55,56) and the updating laws 
(52.a-d) with a suitable simulation program, jointly with the 
stabilizing functions (37) and (44). The initial values of the es-
timated parameters ( )30iâ i = are assumed to be 25% of the 
true values. 

iii) The application of some optimisation criteria that let us to re-
duce the zi ( )30i =  variables to zero. The procedure is based 
on the Powell optimisation algorithm (Darnell et. al., 1999), a 
backward Euler integration method with a stepsize of 0.01 s. 
The gains that were obtained are shown in Table . 

The identification algorithm can be extended to the determination of the 
coefficient c0. There is an alternative form of computing this coefficient. 
The procedure starts from the steady value in the yaw rate temporal varia-
tion shown in Fig. 5.b. Under this condition, from equation (8.b) yields 

 
( )

δ

3
3

2
210 rararaac ⋅+⋅+⋅+

−=            (58) 

 
where 21093902.2r −⋅= rad/s, 1745.0=δ rad and ai (i=0..3), d are the true 
values shown in Table 3. 

Figs.9.a-b,and 10, show that state error variables z1, z2 and z3, used in 
expressions (34.a,34.b,39 ), converge quickly towards the null values for 
the gain values K1,K2, K3 , ( )30iγ i =  shown in Table 6. 

 
Fig. 10. Temporal variation of the error variable z3 
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Table 6. Gains used during the adaptation process 

 

Gain

s 

(p.u) 

K1 1.001 

K2 0.818 

K3 5.639 

γ0 -1 

γ1 -0.9986 

γ 2 -10.1722 

γ 3 -97223.9 

γ 4 -

6.2783.106 

 

Conclusions 

The procedure shown in the paper based on the backstepping procedure 
and under the tuning functions design is capable of realising the adaptive 
tracking and the identification of this ship model parameters departing 
from a relative complex ship model dynamics based on the consideration 
of the nonlinear characteristics of the system. 
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Several simulations have been used in naval engineering. Design of ramps 
is a subject of great importance in ships. In most cases, it is based on pre-
vious experiences of designers and not on using an established methodol-
ogy. This design has a direct impact on the loading and unloading opera-
tions and on the port turn-a-round time. In this paper, a macro and a micro 
model is presented in order to analyze and study the movements of trucks 
along the ship ramps. This model has been developed from observation 
and analysis of loading and unloading processes in ships. It also includes 
several aspects like vehicle and obstacle separations, slope and transitional 
zones of ramps, movement of nearby vehicles, and anticipation effects of 
drivers. This model has been programmed in Visual Basic over Microsoft 
Excel®. A visualization program has also been developed in order to pro-
vide convenient results. Using this model, a comparison among several al-
ternative ramp designs can be performed in order to improve the loading 
and unloading processes in ships.  

1 Introduction 

In the last years, there is a growing necessity of Short Sea Shipping in the 
European Union. It is based on an intermodal transport structure of high 
efficiency, agility and reliability, in which the sea component are the con-
tainer and RO-RO ships. 

Short Sea Shipping is a successful mode of transport in Europe. For in-
stance, in the 1990’s it was the only mode that was able to keep pace with 
the growth of road transport. It has in fact started to outpace road transport. 
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Short Sea Shipping is also an obvious choice to play a key role in reaching 
the objectives of the European Transport Policy. It can help curb the fore-
casted substantial increase in heavy goods vehicle traffic, rebalance the 
modal shares, bypass land bottlenecks, and it is safe and sustainable. 

The European Commission has an active policy to promote Short Sea 
Shipping. In 1999 it presented a Communication with a comprehensive 
approach to increase the use of the mode. Furthermore, the recent Euro-
pean Commission White Paper on European Transport Policy for 2010 
emphasised the role of Short Sea Shipping in maintaining an efficient 
transport system in Europe now and in the future. 

The Commission is convinced that co-ordinated efforts at all levels 
(Member States, regional, local, industry and Commission) will substan-
tially help accelerate the growth of Short Sea Shipping, alleviate obstacles 
and allow Short Sea Shipping to become a true success story of the 21st 
century. 

In all these cases, the load and unload operations are a key element in 
the process, and in many cases they are the bottleneck of the process. In 
case of containers, an extensive study has been made both for the process 
modelling and for the use of high capacity automated facilities, but for the 
vehicle movements, there is a human component (driver) that makes diffi-
cult the analysis methodology. 

Our research group has studied in other project the vehicle movements 
in ships, detected a high interest to study the movements of other types of 
loads (containers and pallets, etc.) in RO-RO ships and its coordination 
with the port and hinterland operation. It is necessary for that to develop a 
formal model of the operations flow suitable for being used in computer 
applications. In 2005 a new R&D work line has been started in order to 
develop this concept. The main objectives are: 
 

• To optimize the current flow. 
• To improve the design of port facilities. 
• To improve the ships distribution, specially the access systems. 
• To improve the safety and security of the port’s operation. 

 
The vehicle operation in a port, for loading or unloading in ships, can be 

modelled like series of manoeuvres, which define the vehicle trajectory 
from the starting to the arrival position. During this process, most of the 
manoeuvres are standard, so the trajectory can be defined as the sum of 
“standard manoeuvres” available in a database. Each manoeuvre can be 
defined as a set of simple geometry sections, basically straight lines and 
circles. 
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On the other hand, the model must include aspects of reaction to fixed 
(scenario geometry) and mobile (other vehicles) obstacles. As should be 
normal in multilevel models, our general model, MTT (Type Trajectories 
Model), has been divided into three levels: 

 
• Strategic: in which a route is chosen, avoiding fixed obstacles us-

ing a global optimization approach. 
• Tactical level: in which the detailed trajectory is defined, checking 

its feasibility and making local optimizations. 
• Operative: in which the vehicle speed in each instant is obtained 

bearing in mind its observation environment. 
 

The design of external (access to port) and internal (communication be-
tween decks) ramps is a subject of great importance in the ships that carry 
wheeled loads (RO-ROs, RO-PAX and ferries) due to its direct impact on 
the loading and unloading operations and on the harbour staying time. This 
aspect has a special attention from the early ship design, participating 
shipyard engineers, project office personnel and shipowner specialists, 
with the collaboration of other people like deck equipment suppliers. 

The design of the ramps, specially the choice of their number, type, po-
sition and geometry (width, length and slope), is based on the previous ex-
perience of the designers and in the study of design made in other similar 
ships but it’s a lack of detailed publications about the design methodology. 

For that reason, we have developed a model, tested on a computer appli-
cation that allows analyzing and studying the movements of trailers (truck 
with semi trailer) along the ship ramps. The type of vehicle chosen corre-
sponds to the most used one in the European transport and it involves more 
than 80% of the industrial load in RO-RO ships.  

The design of the ramps includes both the internal (communication be-
tween decks) and the external ramps (ship entry from the quay). The exter-
nal ramps used to be of “watertight door ramp” type and can be situated in 
bow, in stern or in one side. In figures 1 to 3, the different types or ramps 
more used are shown. 
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Fig. 1. Bow ramp 

 

 
Fig. 2. Stern ramp 

 

 
Fig. 3. Side ramp 
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Internal ramps can be fixed (fig. 4) or mobile (fig. 5) and they usually 
are located in the ship sides.  
 

 
 

Fig. 4. Fixed ramp. 
 

 
Fig. 5. Internal mobile ramp. 

 
The number and position of external ramps is related to the possibilities 

of mooring in the quay, the flexibility of operation (the optimal is the bow 
and stern disposition that allow a vehicle flow always ahead, mooring in 
each harbour in an alternative way) and the security (the bow ramps are 
worst because of the risk of water entrance). 
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By that, in early design stages of the ship, the position of the ramps usu-
ally is decided. The present trend is the installation of one or more stern 
door ramps. 
 

This work is located into the work line of the Naval School (ETSIN) of 
the Universidad Politécnica de Madrid (UPM) in the analysis and simula-
tion of rolling loads in ships and port installations (ASROBIP), starting 
with SIFBUP Project (López 2005a and López 2005b), followed by doc-
torate studies of our R&D group (Atienza 2005). 

2 Modelling Approach 

A macro-model is enough for a general study of the loading/unloading 
process, e.g. the phase and zone model used in the SIFBUP application. 
But the utilization of micro-models is more convenient for a detailed study 
of the critical phases, in which several detailed aspects like widths, slopes, 
parking in corners must be represented. 

Several applications and models have been developed for the study of 
vehicle movements in streets and roads (Kesting 2006, Treiber 2000, 
Chanca and Castellanos 2004) and parking (Maravall 2004, Gomez-Bravo 
2002), but these are not of direct application to study manoeuvring at low 
speed and in complex geometries because they are based on lane move-
ments. 

The Intelligent Driver Model (IDM) developed by Treiber (Treiber and 
Treiber 2000) has been used as a start point for the development of a new 
micro model. The model is based on the following acceleration equation:  
 

 

2*

0

1dv v sa
dt v s

δ    
 = − −   
      (1) 

Where: 
 

• a is the “comfortable” maximum acceleration. 
• v is the current speed. 
• v0 is the target speed when driving on a free road. 
• s* is the minimum distance between vehicles. 
• s is the distance to the front vehicle 
• δ is the acceleration exponent (constant) 
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The first two terms in the square brackets represent the behaviour in the 

present of speed changes and the other term express the braking effect 
when there is another vehicle in front of it. This model doesn’t bear in 
mind the available width, the floor slope or the state of road surface, which 
have a lot of importance in our case. 

From the observation and analysis of loading and unloading processes in 
ships, several aspects not included in IDM can be emphasized: 
 

• The desired velocity is smaller than the velocity on roads and 
lower in ship decks than in quays. 

• The minimum separation with the front vehicle or obstacle is dif-
ferent if our vehicle is moving or parking. 

• The side distance has an important influence in the velocity if it 
falls from a minimum threshold. The velocity also falls in the case 
of a low height of the roof. A minimum and maximum width can 
be considered; between these values a lineal function of velocity 
can be supposed. 

• In ramps it is necessary to distinguish between the constant slope 
and transitional zones. The higher is the slope the lower is the ve-
locity. The loss of velocity is increased in the entrance and exit 
zones by the discontinuity effect in the slope. 

• The effect of movement of other vehicles in the proximity affects 
in a different way the front and the lateral vehicles (both side and 
forward distance must be studied). In the case of velocity reduc-
tion caused by ahead vehicle (see figure 6), the more significant 
parameter is the gap between them “S”. In the case of side vehi-
cles, the reference parameter is the length distance “∆X“. 

 

     ∆X      S 
 

Fig. 6. Close vehicles effect 
 

Once the vehicle trajectory and scenario geometry are known, applying 
the previous concepts, to obtain the velocity profile in function of position 
results immediately. But drivers realize anticipation effects in the presence 
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of velocity reduction in order not to enter in critical zones braking sud-
denly and they keep the limited velocity until most of the vehicle has 
passed it. In figure 7 is shown an example where H is the ramp profile, 
Vpo and Vp are the velocities without and with the anticipation effect. 

 

 
Fig. 7. Truck velocity profile on a ramp 

 
Bearing in mind these aspects, a length movement’s micro-model in 

ships has been developed (M3LEB model). It is based on vehicle trajecto-
ries that can be predicted previously. Into the ships, (see figure 8) several 
lines are marked to delimit the parking positions, which can be used to de-
fine the trajectories. 

The following situations can be observed in the vehicle trajectories: 
 

• To coincide for the vehicles parked in the same lane. 
• To interfere with other if the distance is smaller than the vehicle 

width. 
• To approximate if correspond to the left or right of the own lane. 
• Being independent in the remaining cases. 

 
In case one and two, vehicles must drive with a minimal length distance 

and in the third case, if there is overlapping between vehicles, its velocity 
falls. 
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Fig. 8. Lines of parking positions used to define the trajectories. 
 

2.1 General Equation of the Model 

After several trials and simulation experiments, it has been established a 
mathematical formulation for the model, similar to IDM, based on the fol-
lowing equation:  

 

4

0
0

· 1 VA A
V

  
 = −  
     (2) 

 
Where: 

• A is the current vehicle acceleration. 
• A0 is the maximum operational acceleration. 
• V is the current velocity. 
• V0 is the desired velocity. 

 
But in M3LEB model, V0 isn’t constant. It is the minimum of the ve-

locities limited by the scenario geometry, which have been divided into the 
following:  
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• Vp: velocity limited by the geometry; the values (time independ-
ent) are calculated for every point of the vehicle trajectory. The 
type of zone (deck or quay), the width clear with the ship structure 
and the slope and points of discontinuity, are taken into account in 
this calculus. 

• Vd: velocity limited by the gap with front vehicle, using a formula 
derived from the IDM. It is a function of the length distance of the 
vehicles and time variable. 

• VW: velocity limited by the near side vehicles, which drive in the 
nearby lanes. It is necessary four possible vehicles to be consid-
ered (front, back, by the left and by the right). Its value depends on 
the length gaps between them and the lane width (or trajectory dis-
tances). 

 
It has been developed a simulation application in order to study the 

unloading process of the first trucks. This application is limited for trucks 
moving forwards, simulating in a detailed way the behaviour in the pres-
ence of ramps, bearing in mind both its slope and width. 
 

3 Simulation 

An application for simulating the unloading of the first vehicles (SPDV) 
has been performed. The main objectives of the SPDV application are the 
following two: 
 
− To have a prototype for the first adjusts and validation of the M3LEB 

model, allowing testing the concept and equations structure of the 
model and the interaction method of each vehicle with its environment 
into the operative model. 

− To have results of the movement of vehicles in ramps, a critical point 
in the method developed to the ship’s ramp design.  

 
To fill these objectives, it is necessary to have a detailed simulation of 

both the first vehicles unloading and the loading of the last ones. The 
SPDV application is able to simulate the unloading, but the loading proc-
ess has not carried out because, by the moment, we haven’t numeric data 
enough of reverse movements of trucks. 
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3.1 General Structure of the Program 

The application is developed using Visual Basic over MS Excel with the 
aim of simplifying the data entry and results output, automating most of 
the calculations required. 
 

It is designed to simulate the forward movement of trucks, although it 
could be adapted to other vehicles and directions, changing the equations 
parameters, starting from a movement following predefined lanes although 
lane changes are allowed. The maximum number of vehicles to be proc-
essed is 100, although using more than 30 is not recommended. 

In a principal sheet of the Excel book, the name of the ship and the 
study must be filled. Before making the calculations, the ship geometry 
and the velocity profile desired tied to the position (Vp) in an auxiliary 
sheet called “Datos”. As results of the simulation, the position (into the 
ship and on the quay) of each vehicle is obtained with a 1 second resolu-
tion and shown in a table and in an evolution graphic and also a summary 
with the most significant results.  
 

3.2 Animated Presentation 

The results of the simulation can also be presented in an animated way, by 
using a postprocessing application in which can be generated some videos 
in 2D and 3D to analyse intuitively and provide a whole view of the 
unloading process. In figure 9 and 10 samples of the 2D and 3D visualiza-
tion are shown. 
 

 
 

Fig. 9. 2D visualization 
 



104      Robotics and Automation in the Maritime Industries 

 
 

Fig. 10. 3D visualization 
 

Also we use this facility to debug the model and program details, to 
validate it quantitatively and to allow the intuitive presentation of disposi-
tion and operation alternatives. This application has also programmed in 
Visual Basic over MS Excel.  

 

4 Results and Discussion 

To show the use of these tools we study a ship with two stern ramp con-
figurations and analyze the unloading process. In figure 11 is presented the 
first alternative with one stern ramp and a mobile ramp between decks 2 
and 3.  

The ship can hold up to one hundred and twenty vehicles in the follow-
ing distribution: 

 
− Deck 1 (hold): 6 + 7 + 5 = 18 platforms 
− Deck 2 (main): 17 + 16 + 17 = 50 trucks 
− Deck 3 (upper): 19 + 18 + 3 + 10 + 2 = 52 trucks 
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Fig. 11. Cargo plan. First distribution 
 

 
The loading process begins opening the stern door-ramp, the unloading 

of vehicles of deck 2, next lowering the deck-3 ramp, unloading vehicles 
from deck 2 and 3, then opening of deck 1 ramp and unloading the plat-
forms using port tractors (mafis). The loading process is similar to unload-
ing but in an inverse way. 

The results of the first vehicle unloading simulation using SPDV appli-
cation is shown in figure 12. It can be observed the interaction effect be-
tween vehicles, especially at the moment to arrive at the exit ramp. 

Comparing the results of micro and macro models applications (SPDV 
and Sifbup) can be obtained different average time of journey: 46,5 and 
62,1 second respectively, but it is due to the time of exit of the parking 
place in Sifbup (15 seconds). If this extra time is discounted, the average 
time obtained is 47,1 second. In this case, a good correlation between the 
models of two applications is obtained, taking Sifbup a higher security 
margin. 

Something similar happens with vehicles flow because in macromodel, 
the lashing time has taken into account, and the overlapping between vehi-
cles at the moment of passing a zone is less optimized. 
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Fig. 12. Unloading first 21 vehicles simulation. 

 
In the second distribution presented in figure 13, there are two stern door 
ramps. The left (R) is connected with a fixed ramp to the upper deck.  

 

 
Fig. 13. Cargo plan of second distribution 

 
The loading and unloading process is similar to the first distribution but 

in this case, the loading and unloading of decks 2 and 3 are independent. 
In table 1, a summary of results obtained with the two alternatives is 

shown. It can be observed that the first alternative has less charge capacity 
(6 vehicles) but the time is 20 minutes short, so, the first option is prefer-
able for short voyages and the second one for long ones. 
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Table 1. Comparison of results obtained in simulation 

 
 

Finally, in figure 14, a comparison of the exit time of the first 20 vehi-
cles is shown. The effect of independent ramp in second option can be ob-
served. This second option also can be improved allowing vehicles of up-
per deck to go down when port door is opening. 

 

 
Fig. 14. First 20 vehicles exit comparison. 

 

Conclusions 

The first conclusion is that the utilization of formal elements for the analy-
sis of vehicles on board loading and unloading is possible and moreover 
the realization of studies and simulation for the analysis of alternatives for 
the ramps arrangements and operation procedures. 

A methodology for the decision making on the number, size, type and 
location of ramps that will permit optimizing the arrangement of loaded 

Option N. of vehi-
cles 

Unloading 
time 

Platform 
load./unl. 

time 
Total loading 

time 
Load./unl. 

time 
20 vehicles 

time 
Av. Unloading 
20 veh. time

Av. wait. time 
at loading 

1 102+18 38,9’ 60’ 51,2’ 2 h 30’ 147 s 86 s 25,5 s 

2 96+18 30,3’ 60’ 39,9’ 2 h 10’ 120 s 73 s 15,8 s 
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charge ships in function of their traffic has been successfully developed. 
The macro and micromodel applications have been tested for the move-
ments of vehicles on board. 
 

This paper shows a step in a workline. Future works are the following: 
 
− Data taking for the calibration and validation of forward movement. 
− Study of the special features of reverse movements. Data taking. 
− Definition of complex maneuvers. Integration of models. 
− Study of vehicle movements on ports. 
− Development of a more friendly tool, user oriented. 
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This chapter presents a behavioural control architecture for locating and
tracking an underwater cable/pipeline on the basis of a computer vision
algorithm. The whole system is validated by means of a simulator named
NEMOCAT . Missions of different complexity are considered, favouring,
most of them, that the local minima problem arises by adding obstacles
forming troublesome configurations such as U-shaped canyons. Despite
this fact, the vehicle successfully detects and follows the cable/pipeline
while avoiding the above-mentioned obstacles for all the intended scenar-
ios. Nevertheless, the proposal presents some limitations due to its reac-
tive character. Apart from a brief discussion at the end of this chapter,
they can be found identified and solved from a generic point of view
in (Antich, 2006).

1 Introduction

1.1 Task Relevance

The feasibility of an underwater installation, such as power or telecom-
munication cables and pipelines, can only be guaranteed by means of a
suitable inspection programme. This programme must provide the com-
pany with information about potential hazardous situations or damages
caused by the mobility of the seabed, corrosion, or human activities such
as marine traffic or fishing. Nowadays, the surveillance and inspection of
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these installations are carried out using video cameras attached to ROVs
normally controlled by operators from a support ship. Obviously, this is
a tedious task because the operator has to concentrate for a long time in
front of a console, which makes the task highly prone to errors mainly due
to loss of attention and fatigue. Besides, undersea images possess some
peculiar characteristics which increase the complexity of the operation:
blurring, low contrast, non-uniform illumination and lack of stability due
to the motion of the vehicle, just to cite some of them. Therefore, the
automation of any part of this process can constitute an important im-
provement in the maintenance of such installations with regard to errors,
time and monetary costs.

1.2 Contents of the Proposal

The special visual features that artificial objects have allow distinguish-
ing them from the rest of objects present in a natural scenario even in
very noisy images. In our case, the rigidity and shape of an underwater
cable/pipeline can be exploited by a computer vision algorithm to dis-
criminate it from the surrounding environment. This fact makes feasible
the automatic guidance of an AUV by means of visual feedback to carry
out maintenance/inspection tasks. Following this strategy, a novel ap-
proach to the problem of detecting and tracking an underwater cable by
analysing the image sequence from a video camera attached to an ROV
was described in (Ortiz et al., 2002).

In this chapter, a new version with similar success rate, better perfor-
mance and lower complexity is discussed. Furthermore, the control archi-
tecture for locating and tracking the cable autonomously on the basis of
the above-mentioned vision system is also presented.

The vision subsystem has been tested using sequences from a video tape
obtained in several tracking sessions of various real cables with an ROV
driven from the surface. These cables were installed several years ago,
so that the images do not present highly contrasted cables over a sandy
seabed; on the contrary, these cables are partially covered in algae or
sand, and are surrounded by algae and rocks, making thus the sequences
highly realistic. The mean success rate that has been achieved is about
90% for a frame rate of much more than 25 frames/second.

On the other hand, the control architecture is reactive in order to pro-
duce timely robotic responses in a dynamic, unstructured and, in general,
unknown world such as the submarine. The motor schema methodology
has been adopted in its implementation (Arkin, 1989). Additionally, the
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behaviour responses were encoded using potential fields (Khatib, 1986).
Simplicity, modularity and good performance in quite complex navigation
tasks are the most important characteristics of the resultant behavioural
architecture. It will be shown, however, that the inherent shortcomings of
reactive approaches were also inherited, limiting thus the application field
of the proposal. A continuation of this work providing a generic solution
to such problems can be found in (Antich, 2006).

The whole system has been validated using the simulator NEMOCAT

described in (Antich and Ortiz, 2004).

2 The Vision System

2.1 Outline

Artificial objects usually present distinguishing features in natural envi-
ronments. In the case of the cable, given its rigidity and shape, strong
alignments can be expected near its sides. The vision system which is
proposed precisely exploits this fact to find the cable in the images.

In order to obtain the cable parameters, the system splits the image to
be analysed in a grid of cells which are processed separately. This division
intends to reinforce the evidence of the cable in those areas of the image
where it appears clearly defined. Different steps are carried out to locate
the cable in every cell of the resultant grid. First, an optimised segmenta-
tion process is executed to find image regions as approximated as possible
to the scene objects. Given the contours of such regions, alignments of
contour pixels are determined. If among those alignments there is strong
evidence of the location of the cable (mainly two alignments with a great
number of pixels lined up and with a high degree of parallelism, even
without discounting the perspective effect), then the cable is considered
to have been located and its parameters are computed. After analysing
all the cells of the grid, the partial results obtained are merged to achieve
a global agreement about the real cable position and orientation in the
image. By way of example, figure 1 shows the cable detection process for
a real image.

Once the cable has been detected, its location and orientation in the
next image are predicted by means of a Kalman filter, which allows reduc-
ing the pixels to be processed to a small ROI (Region of Interest). In this
way, the computation time is considerably lowered together with the prob-
ability of misinterpretations of similar features appearing in the image.
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Input Image Segmentation Alignments

Partial Detections Fusion of Results Detected Sides

Fig. 1. Intermediate and final results for a real image split in 2 × 2 cells

When tracking the cable, a low or null evidence of its presence in the
ROI can be obtained. In such a case, the image is discarded and a transient
failure counter increased. If this anomalous situation continues through-
out too many images, then it is attributed to a failure in the prediction
of the ROI, resulting in two special actions: the Kalman filter is reset
and the ROI is widened to the whole image. In other words, in front of
a persistent error, the system will no longer make use of the knowledge
acquired from the last processed images.

2.2 The Segmentation Process

A gray-level thresholding technique has been applied to carry out the
segmentation of every grid cell. It is based on a particular histogram
where the relevant objects of the scene can be more easily distinguished
than using the traditional gray-level histogram.

In order to obtain the mentioned histogram, the cell of the grid to
be analysed is first transformed into the {gray-level, gradient modulus}
space. This transformation consists in building a bidimensional histogram
where one horizontal axis corresponds to gray-level, the other horizontal
axis corresponds to a digital approximation of the modulus of gray-level
gradient —the Sobel operator has been used—, and for every combination
{gray-level, gradient modulus} the vertical axis is the number of pixels
in the cell having that gray-level and that gradient modulus.

In the case of several objects with different gray-levels, the ideal bidi-
mensional histogram should look like figure 2. In effect, if the image can
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be approximated by a noisy piecewise constant bidimensional function,
the interior of any object in the cell has gradient near zero, so that pix-
els in the interior zones are located in the lower part of the histogram,
with regard to gradient. Border pixels among objects, however, are lo-
cated in zones of higher gradient, joining the clusters corresponding to
the interiors of such objects in a “fingers”-like fashion.

gray-level
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ie

nt
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od
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obj. 1 obj. 2 obj. 3

contour
zones

Fig. 2. Ideal bidimensional histogram

Once the bidimensional histogram has been built, it is projected onto
the plane {gray-level, number of pixels}. The projection is cumulative and
does not consider the pixels whose gradient is greater than a predefined
threshold. Ideally, this parameter should reject those pixels that belong
to the contour zones because they blur the separation among the objects
that appear in the cell with different gray-level. In this way, it is expected
that the resultant one-dimensional histogram can be successfully man-
aged by a simple and low-time consuming segmentation technique such
as thresholding. The value of the mentioned parameter is indirectly spec-
ified by means of a percentage that indicates the amount of pixels that
have to be projected.

The next step partitions the grid cell into the regions that can be
intuitively distinguished in the previously computed histogram, looking
for its valleys. A new threshold is used again. Gray-levels with a number
of pixels lower than that threshold are considered candidates to turn into
a valley. This second segmentation parameter is expressed as a percentage
of the average height of the histogram. In general, it will be usual to find
lots of candidate gray-levels grouped together. In these cases, all of them
are treated like a single candidate with a width equal to the number of
involved gray-levels.

Once the preliminary list of candidate valleys has been obtained, a
first selection is carried out. Candidates whose width is not greater than
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a predefined value are automatically removed. In this way, untrue val-
ley detections that can occur due to the typical lack of continuity in the
gray-level distribution of the objects that appear in real images are fil-
tered. Afterwards, a representative for every candidate that has satisfied
the previous constraint is chosen: the midpoint of the gray-level interval
covered by the candidate. In this context, the first and the last candidates
over the histogram are especially treated, setting their representatives to
the gray-levels 0 and 255 respectively.

In this point, the limiting gray-level among the objects, or classes
from now on, are clearly defined by means of the representatives of the
almost-definitive valley list. A new constraint is applied in order to obtain
the final list: the classes that the valleys delimit have to be qualified as
relevant. A class is considered relevant when the number of pixels that
it comprises is greater than a certain percentage of the total number of
pixels of the histogram. Non-relevant classes are automatically removed
allocating the corresponding gray-levels to their neighbouring classes.

The definitive valley list and therefore the definitive set of classes are
now available. In the best case, there will be as many classes as objects
appear in the scene. However, it will only be possible when the gray-levels
of such objects differ to one another. Objects with the same gray-level
will only be able to be distinguished if they are not adjacent in the image
grid cell.

Finally, the segmentation is generated according to the class informa-
tion obtained so far. It is carried out in a simple way: each pixel of the
analysed cell is allocated to the class including its gray-level. Note that
the total division of the gray-level range among the detected classes guar-
antees the complete cell segmentation.

2.3 Detection of the Cable

Once the cell has been segmented, the system proceeds to locate the cable
executing the tasks enumerated in figure 3. This step is carried out from
the contours of the segmented cell, by looking for lines which can belong
or be near the sides of the cable. In this context, a line is defined as a set
of connected contour pixels not including branches. On the other hand,
it is important to note that, unlike previous versions of the system (Ortiz
et al., 2002), the detection step does not assume a vertical orientation
of the cable in the image. This restriction is removed in order to use
any evidence of the presence of the cable. However, it also increases the
probability of erroneous detections.
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Fig. 3. Flow diagram of the cable detection step

Lines are obtained by scanning the segmented cell from bottom to top.
The direction of scanning is important as the lower part of the image tends
to be clearer than the upper part when the camera is not oriented towards
the seabed, due to the properties of light propagation undersea. Once a
contour pixel (i, j) has been found, adjacent pixels are selected according
to the preference matrices shown in equations 1 and 2. Numbers indicate
preference, the lower the higher, except for 0 which represents forbidden
selection. Depending on the expected orientation of the cable in the image,
the system uses one matrix or the other. For instance, the preference
matrix shown in equation 1 is used when the Kalman filter predicts that
the cable is going to appear vertical or near-vertical in the image. In this
way, lines in that direction are favoured against horizontal and circular
lines. On the other hand, horizontal or near-horizontal predictions of the
cable orientation make use of two alternative preference matrices (see
equation 2). These matrices give priority to the left (a) and right (b)
horizontal following of the contour. Details about the selection criteria of
each one of the preference matrices can be found in figure 4. When, for a
given contour pixel, there is no adjacent pixel in the preferred directions,
the process of tracking the line finishes and a new one starts by resuming
the scanning of the cell from the point it was left.




2 1 3
4 (i, j) 5
0 0 0


 (1)

(a)




2 4 0
1 (i, j) 0
3 5 0


 (b)




0 4 2
0 (i, j) 1
0 5 3


 (2)

A straight segment fitting task follows next. This process can be seen
as a low-pass filter to remove noise either due to the redefinition of the
cable contours caused by the proliferation of flora on top of and by the
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Fig. 4. Preference matrix utilization based on the expected orientation of the
cable in the image

cable, and due to the processes of acquisition and segmentation. Total
least squares is used in the fitting (Duda and Hart, 1973). As the fitting
error can become large in some cases, a control procedure is executed
after each fitting. It is as follows:

• For each point pi belonging to the line L, its orthogonal distance to
the fitted straight segment S, d(pi, S) ≥ 0, is computed.

• If d(pj , S) = max{d(pi, S) | pi ∈ L} ≥ ke, where ke is a threshold,
then L is split into two halves by the point of greatest local maximum
error which is not an end of the line. In this way, the pathological case
of always splitting the line by its ends is avoided. Figure 5(a) shows
a typical example.

L

x

y

x

y

S
L1

L2

S1

S2

maximum
fitting error

/2

Segments used to compute LSi
Segments not used to compute LSi

Si

LSi

(a) (b)

Fig. 5. (a) splitting of a line L; (b) co-linearity analysis

Next, the resultant set of straight segments is filtered according to
their length. In this context, the length of a straight segment is defined
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by means of the total number of contour points that it fits. The filter
consists in keeping the N longest straight segments. In this way, it is
intended to reduce the size of the problem in a controlled way. Besides,
as the segments that supply more information are kept, a non-negative
influence of the filter on the results obtained is expected. However, it will
depend on the choice of N .

Subsequently, a co-linearity analysis is applied to the set of straight
segments obtained, in order to join the segments that can be considered
as originally belonging to the same long straight contour. As an example
of the analysis performed, consider the set of segments that have passed
the length-based filtering process (see figure 5(b)). For each straight seg-
ment Si under analysis, a new long straight segment LSi is calculated
using again total least squares. This time, the points used in the fitting
are those contour points corresponding to the straight segments which
completely fall within a strip-shaped region aligned with Si, whose width
is the tolerated co-linearity error w.

Immediately afterwards, the resultant set of straight segments is filtered
again. Unlike the specific length filter, now each long straight segment is
evaluated according to a suitable combination of four different criteria.
Those segments that obtain a score lower than a predefined threshold are
removed. In this way, it is intended to reject straight segments with lit-
tle probability of belonging to one side of the cable. The criteria used to
assess such segments are length (C1), fitting error (C2), average of the gra-
dient modulus of the contour pixels fitted by the straight segment consid-
ered (C3), and, finally, the standard deviation of the differences among the
gradient directions of the aforementioned contour pixels (C4). The partial
and normalised assessments obtained of each one of the previous criteria
are weighted in order to compute the final one, ass (see equation 3). Suc-
cessful results have been achieved assigning a higher weight to the criteria
C1 and C2. The final assessment will be re-used by the next task.

ass = w1C1 + w2C2 + w3C3 + w4C4 (3)

The last task of the detection step consists in choosing the pair of long
straight segments which are likely to correspond to the sides of the cable.
Considering its morphological characteristics, the task mainly looks for
two long and parallel straight lines. Initially, each possible pair of straight
segments is checked according to the distance that separates them. Those
pairs whose separation reasonably differs from the expected width of the
cable in the images are discarded. Note that, using this new parameter,
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the system assumes that the width of the cable does not change signifi-
cantly. If a non-zoomed camera system is used, it will be true as long as
the AUV is able to keep the distance to the seabed approximately con-
stant. The proposed control architecture incorporates a behaviour that
covers that specific task. In this way, the probability of erroneous detec-
tions is considerably reduced. Afterwards, three different criteria are used
to evaluate each surviving pair of straight segments: degree of parallelism
(C5), average of the Euclidean length of both segments (C6), and, finally,
the average of the individual assessments obtained by such segments in
the previous task (C7). Once all the final assessments, apss, have been
computed (see equation 4), the pair with the highest one is selected. In
case the maximum score is below a minimum value, the cell is not con-
sidered to contain enough evidence of the cable.

apss = w5C5 + w6C6 + w7C7 (4)

2.4 Fusion of Partial Results

Once all the cells of the grid have been processed, each cell contributes to
the computation of the global position and orientation of the cable using
the resultant partial detections. Those cells for which two long parallel
straight segments showing enough evidence of the presence of the cable
have been found contribute with that pair. In the remaining cases, the
contribution consists in the segments surviving the filtering tasks previous
to the pairing. In this way, both sides of the cable are not required to lie
in the same cell of the grid so as to be taken into account. Results are
merged considering non-overlapping groups of 2 × 2 cells in a pyramidal
way, reducing, at each iteration, the number of cells from N × M to
�N

2 � × �M
2 �. For every set of cells, the fusion of results is achieved by

re-executing the segment grouping, heterogeneous filtering and segment
selection tasks previously described (see figure 3 again). The merging
process finishes when only one cell is left. In this case, the average of
the pair of segments resulting from the segment selection task, if any,
constitutes the output of the vision system.

2.5 Cable Tracking Strategy

The tracking stage is based on the hypothesis that the cable parameters
are not going to change too much from one image to the next. As a result,
once the cable has been detected in the image sequence, the computed
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position and orientation are used to predict the new parameters in the
following image. This prediction allows introducing a further checking
point in the sense of comparing predicted with computed parameters.
At the same time, the image area of where to look for the cable can be
reduced and, thus, the probability of success increased. This area is the
above-mentioned Region Of Interest (ROI). As it was said before, in case
the system is not able to find enough evidence of the cable in the ROI,
the recovery mechanism described at the beginning of the section will be
activated.

To predict the cable parameters, the vision system makes use of a lin-
ear Kalman filter for the main axis of the cable. Previous versions of the
system carried out such prediction by means of two filters, one for every
side of the cable (see (Ortiz et al., 2002) for details). The main axis has
however shown to be more predictable than the sides. The reason why the
linear version of the Kalman filter is used is because in general the dy-
namics and the motion of the vehicle carrying the camera are unknown, so
that, as the simplest option, the linear variant was tested, giving fairly ac-
ceptable results. The state vector X contains the position and orientation
of the main cable axis in the Hough plane (ρ, θ) as shown in figure 6. The
model of the filter is expressed in equation 5, where v and w represent,
respectively, the process and the measurement noises.

Fig. 6. Predicted main cable axis parameters

X = (ρ, θ)
X(t + 1) = X(t) + v(t)
Z(t + 1) = X(t) + w(t)

(5)
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To compute the process noise v, several real sequences were manually
analysed and the differences between consecutive frames in the cable po-
sitions and orientations were computed. At the end of this procedure, an
estimation of the covariance matrix of such noise was available. As for
the measurement noise w, the system was faced against noisy synthetic
sequences and the deviations between the real orientations and positions
of the cable and the measured ones were determined. The corresponding
covariance matrix was obtained from those deviations.

Finally, the ROI for the next image is computed as follows: first, the
position and orientation of each side of the cable are estimated on the
basis of the predicted main axis and the expected cable width in the
images; afterwards, a small tolerance factor is added to both sides.

2.6 Performance Assessment

In order to test the vision system, real image sequences coming from sev-
eral ROV sessions recorded on video tape have been used. Specifically,
five sequences were selected from that recorded material to carry out the
experiments. Although they are not very lengthy, they cover a wide range
of complexity: steep gradient in illumination, low contrast and blurring,
objects overlapping the cable, instability in the vehicle motion, etc. Ta-
ble 1 shows relevant information about every sequence. The success rate
appearing in the table refers to those frames for which the ROI wholly
includes the cable and the system has been able to determine correctly its
location. All the tests were run on an Intel Pentium III 800 MHz machine
executing Windows XP Professional, and the resolution of the images was
half-NTSC (320 × 240 pixels).

Figure 7 shows the output of the vision system for an excerpt of the first
three real sequences. As can be observed, the system, in general, tends to
return the main axis of the cable within the cable region of each image,
so that it can be said the position of the cable is correctly detected every
time. The orientation measured, however, is affected by the noise present
in the image. Consequently, sometimes deviates from the real orientation.

3 The Control Architecture

3.1 Mission Stages and Sensory Equipment

In a typical mission, several different stages can be distinguished: diving,
sweeping, tracking and homing. In the first one, the AUV, after having
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Table 1. Image sequence results

Sequence Length (frames) Frame rate achieved Wrong detections Success rate

1 253 61.76 f/s - 16 ms/f 37 85%
2 499 33.02 f/s - 30 ms/f 64 87%
3 386 39.93 f/s - 25 ms/f 11 97%
4 116 33.29 f/s - 30 ms/f 11 90%
5 113 36.75 f/s - 27 ms/f 11 90%

Average 1,367 40.95 f/s - 24 ms/f 134 89.8%
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Fig. 7. Vision system output for an excerpt of three different sequences with the
ROI superimposed in blue. The yellow line represents the computed main cable
axis and thus a possible command to the AUV navigation controller
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been released from the support ship, goes down until a certain distance to
the seabed is reached. The second and third stages comprise, respectively,
searching for the cable in a predefined exploration area and tracking it
once found. Finally, the vehicle returns to the starting point after having
achieved the limits of the exploration area while tracking the cable.

Three different kinds of sensors are used to suitably carry out such mis-
sion: various sonars, a compass and a camera. Furthermore, the position
of the vehicle is estimated by means of an acoustic positioning system of
the so-called Long Base Line (LBL) type.

3.2 Behaviour Description

Taking into account the aforementioned general way of acting for the AUV,
the reactive control layer of the vehicle was split into six primitive behav-
iours. Some of them appear in the classical literature about behavioural
architectures, but others are specific of this application. They all are de-
scribed in the following:

• Stay on region prevents the AUV from straying from the area to be
explored. The behaviour is exclusively activated when the vehicle is
close to the limits of the exploration area. In such a case, a vector
that moves the vehicle away from those limits is generated, being its
magnitude directly related to the corresponding distance: the closer
to the limits, the larger the magnitude.

• Avoid obstacles allows the vehicle to avoid navigational barriers such
as rocks, algae or, even, other possible cooperating vehicles. In this
case, a vector in the opposite direction to the obstacles is generated.
The magnitude of the vector is again variable, now according to the
distance that separates the AUV from the obstacles ahead.

• Avoiding the past tries to avoid the well-known trapping problem
characteristic of reactive strategies (Balch and Arkin, 1993). For such
a purpose, a local map of the most recent AUV’s path is used. When
the vehicle is detected in essentially the same area for a long time, this
behaviour becomes active generating a vector whose direction favours
the exploration of new regions of the environment. In this case, the
magnitude of the vector is proportional to the size of the area where
the vehicle has been trapped into.

• Cable detection and tracking moves the vehicle strategically through
the exploration area in search of a sufficient evidence of the pres-
ence of the cable. Specifically, after having acquired the working
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depth through a vertical path from the surface, the AUV executes
the sweeping stage performing a zigzag movement on the exploration
area until the cable is found. Although other more optimised strate-
gies could have been devised, it is important to note that it has been
assumed a total lack of information about the location of the cable,
so that there are no many more alternatives but an exhaustive or
near-exhaustive search.
Once the cable has been detected, the tracking stage starts. At this
point, the AUV can be oriented in any one of the two possible –and
opposite– directions to start tracking the cable. The particular choice
is based on a predefined parameter which establishes a certain range
of preferred orientations.
Along the tracking, two different tasks are sequentially executed: the
first one tries to keep the cable oriented vertically in the field of view
(FOV), while the second task intends to maintain the cable in the
central area of the FOV. In this way, improvements in both the cable
visual detection and the longitude and smoothness of the vehicle’s
path are expected.
As can be anticipated for a real application, anomalous situations can
arise. In particular, the cable can disappear from the images because
the AUV’s course has drifted apart from the actual cable location. In
such cases, a suitable recovery mechanism is activated, consisting in
making the behaviour return to its internal search state, where the
vehicle acquires the aforementioned zigzag movement. However, now
the area to be explored is reduced using the vehicle’s trajectory during
the past tracking stage. This trajectory is fitted by a straight line and
a new search zone is determined computing the intersection between
such line and the limits of the exploration area (see figure 8). Note
that the dimensions of that zone can be readjusted according to the
AUV’s manoeuvrability.

• Keep distance to seabed tries to maintain the distance to the seabed
constant in order to keep the apparent width of the cable in the images
also constant. In this way, the vision subsystem can assume that the
separation between both sides of the cable does not vary, and use this
information to reduce its probability of failure.

• Go home, finally, makes the vehicle go to the starting point of the mis-
sion. Two different steps are carried out: first, the AUV approaches
that point keeping a certain distance to the seabed; afterwards, it goes
up until the sea surface is reached. In both cases, the magnitude of
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the output vector is proportional to the proximity to the intermedi-
ate/final goals considered.

Figure 9 summarises the way how the aforementioned components of
the control architecture are organized. As can be seen, a supervisor has
also been added. From a functional point of view, this component simply
turns behaviours on and off according to the mission stage where the
vehicle is, in order to avoid conflicts among them.

AVOID OBSTACLES

SUMMATION
AND

NORMALISATION

MOTOR SCHEMAS

LOW-LEVEL
CONTROLLER

AUV

ACOUSTIC POSITIONING
SYSTEM

SONARS

CAMERA

SENSOR UNITS

COMPASS

STAY ON REGION

COORDINATORAVOIDING THE PAST

SUPERVISOR

KEEP DISTANCE TO SEABED

GO HOME

CABLE TRACKING

SWEEP AREA

V
is

io
n

S
ub

sy
st

em

CABLE DETECTION AND TRACKING

Fig. 9. Main components of the control system



Underwater cable tracking 127

4 Some Simulated Results

To illustrate the behaviour of the proposed control architecture inside the
simulation environment NEMOCAT , some graphical results for three dif-
ferent missions are reported in the following. These results were obtained
by using the dynamic model of the underwater vehicle GARBI (Ridao
et al., 2001) and applying the behaviour gains1 shown in table 2. As will
be seen, the vehicle suitably located and followed the cable/pipeline in
all cases.

Table 2. Behaviour gain values

Behaviour Gain value

Stay on Region 2.00
Avoid Obstacles 6.25

Avoiding the Past 2.35
Cable Detection and Tracking 1.75

Keep Distance to Seabed 2.75
Go Home 1.50

In the first mission, the AUV, after the diving stage, was trapped into
a box-shaped canyon. Later, as was to be expected, the activation of the
“avoiding the past” behaviour allowed the vehicle to escape from that
undesirable situation. The characteristic zigzag movement of the sweep-
ing stage was then resumed. When tracking, the cable was lost on one
occasion and subsequently tracked again after a restricted search process
carried out on a small region of the exploration area. The mission finished
with the return of the vehicle to the starting point. All the results for the
mission are given in figure 10 where (a) details the AUV’s trajectory previ-
ously described, (b) represents the activity of the different architecture’s
behaviours along the mission, (c) shows how the vehicle’s trajectory is
adapted to the unevenness of the seabed, and, finally, (d) provides infor-
mation about the cable position and orientation in the images captured
by the camera attached to the vehicle. In this last case, two plots are
displayed corresponding each to the two tracking stage executions. In the
plots, the y-axis is a percentage that reaches its maximum value when
the orientation of the cable is vertical and it is located in the middle of
the image.
1 Gains encode the relative strength of each behaviour
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From a complexity point of view, the first and the second missions were
very similar. In the latter, however, the curvature of the cable was signif-
icant. The reader should notice that the restricted search process which
is activated when the cable/pipeline is lost assumes a certain rigidity for
that object. Despite this fact, as can be observed in figure 11, the process
continued being effective.

Finally, the third mission was more realistic than the previous ones.
In this case, the seabed of the simulated underwater environment was
represented by a finite plane mapped with a special texture obtained
by manually applying a mosaicking process to an excerpt of an image
sequence of a real cable used to test the vision system. Figure 12 shows
in detail the results for this mission.

5 Conclusions

A behavioural control architecture for locating and tracking an underwa-
ter cable/pipeline on the basis of a vision subsystem has been presented.
The whole system has been validated using a 3D OpenGL-based simula-
tion environment named NEMOCAT . Missions of different complexity
were successfully carried out on that simulator. Detailed results for the
most representative missions have been shown.

The proposal, nevertheless, is not without limitations. More precisely,
undesirable trapping situations may arise due to the local minima prob-
lem (Koren and Borenstein, 1991). Figure 13 shows, by way of ex-
ample, how the underwater cable tracker is unable to escape from a
deep U-shaped canyon in spite of using the behaviour avoiding the past.
The main cause of this fact is found in the locality of the approach which
does not allow the robot to always take the right action due to the lack
of information about the navigation environment. Another chapter of
this book will address the problem.
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Diving Sweeping

Fig. 13. The AUV, after the diving stage, is trapped into a deep
box-shaped canyon
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CHAPTER 7

Traversability and Tenacity: two new concepts
improving the navigation capabilities
of reactive control systems
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Reactive mobile robot navigation based on potential field methods has
shown to be a good solution for dealing with unknown and dynamic sce-
narios, where timely responses are required. Unfortunately, the complex-
ity of the tasks which can successfully be carried out is limited by the
inherent shortcomings of the approach such as trapping situations due to
local minima, difficulties passing among closely spaced obstacles, oscilla-
tions in narrow corridors, etc... This chapter outlines a set of strategies
which overcome the first of the aforementioned limitations by computing
an adaptive navigation function on the basis of such artificial potential
fields. As a result, navigation can be achieved in very difficult underwater
(and land) scenarios where obstacles adopt maze-like configurations. A
comparative study on the path length performance of our proposal with
regard to other algorithms from the related literature is also presented.

1 Introduction

In robotic navigation, potential field methods (PFM) (Khatib, 1986) are a
well-known solution for dealing with unknown and dynamic scenarios such
as the submarine by taking into account the reality of the environment
during the robot motion. The characteristic elegance and simplicity of
the approach when representing and successfully solving a path-planning
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problem in real-time explains its extensive application in this field. How-
ever, substantial shortcomings have been identified as problems inherent
to this principle (Koren and Borenstein, 1991). Getting stuck in local min-
ima is the best-known and most often-cited problem with PFMs. As a re-
sult, several obstacle configurations such as the typical U-shaped canyon
may lead to undesirable trapping situations. Another drawback associ-
ated with this kind of systems is related to the lack of an oscillation-free
motion when the robot navigates among very close obstacles at a high
speed. Finally, the impossibility to go through small openings constitutes
the last significant problem of PFMs.

In this context, the contribution of this work is twofold:

• On the one hand, a solution to the local minima problem is given
according to the so-called concepts of Traversability and Tenacity
—or T 2, in brief. As a result, navigation is achieved in very diffi-
cult scenarios, even including maze-like environments. Unfortunately,
the completion of the mission cannot be always guaranteed due to the
appearance of cyclic-oscillatory behaviours.

• On the other hand, three different algorithms, based on the T 2 princi-
ples, are also put forward to ensure, whenever possible, the attainment
of any navigation task.

The rest of the chapter is organized as follows: section 2 introduces
the basic framework under which the new family of navigation strategies,
generically called T 2, will be defined, while sections 3 and 4 provide a
detailed description of it; a comparative study on the path length per-
formance of the proposal is presented in section 5; and, finally, some
conclusions are given in section 6.

2 Framework

The classic potential field approach proposed in (Khatib, 1986) consti-
tutes the basic framework for the application of the novel T 2 family of
navigation strategies. It computes the motion of the robot on the ba-
sis of two simple behaviours: GoTo and AvoidObstacles. More precisely,
the former generates an attractive force in direction to the goal, while
the latter considers obstacles as repulsive surfaces. The robot follows the
negative gradient of the resulting potential field towards its minimum,
whose position is expected to coincide with the goal point.



T 2: a new approach to reactive navigation 135

3 Fundamentals of the T 2 Navigational Approach

The inability to move the robot away from the goal direction in a
non-momentary and strategic way is the main cause of the undesirable
trapping situations suffered by the reactive control paradigm and, in par-
ticular, by the artificial potential fields. Fig. 1(a) shows an example where
a robot adopting this last approach is unable to escape from a U-shaped
obstacle. In the following, a solution will be given by applying two con-
cepts, Traversability and Tenacity —or T 2, in brief—, in the context of
the so-called navigation filter. As a result, those trapping situations linked
to the local minima problem will be successfully avoided. However, it will
be also seen that this module does not always ensure the completion of
the mission. In the next section, several changes will be carried out in or-
der to guarantee the convergence. Finally, the reader should notice that
the navigation filter is not an isolated control module but a new compo-
nent of a generic behaviour-based control system. Fig. 1(b) illustrates its
integration into the classic potential field approach. The resulting control
diagram will be taken as a reference from now on.

(b)

(a)

Cooperative
Coordinator

Go To

Avoid Obstacles

Low-Level
Controller

Robot

Space of Directions

Traversability & Tenacity

Navigation Filter

Behaviour-based Control System

A Box-shaped Canyon
Oscillating Movement Around the

Goal Direction

Fig. 1. (a) A typical trapping situation for reactive control systems; (b) integra-
tion of the navigation filter into the classic potential field approach.
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3.1 The Navigation Filter

The main task of the navigation filter is the appropriate alteration of the
direction of the motion vector generated by the GoTo behaviour in order
to rapidly overcome any obstacle irrespective of its size and shape (see
fig. 1(b) again). Such change is carried out according to the Traversabil-
ity and Tenacity principles. In short, the first one suggests, on the one
hand, banning those directions where an obstacle has been detected and,
secondly, choosing an obstacle-free direction close to the desired one —
GoTo’s response— when it has been banned. In this last case, the tenacity
principle determines, finally, what obstacle-free direction will be selected
among all the available alternatives. Next, both principles will be treated
in depth.

3.1.1 The Traversability Principle

The application of the traversability principle requires the division of the
space of directions around the robot into K identical angular regions as
it is shown in fig. 2(a). These regions can be additionally classified as
banned or allowed. Specifically, a region will belong to the former group
when at least one obstacle is known to be in the range of directions which
consists of. The non-existence of obstacles, on the other hand, charac-
terises the latter.

GoTo ResponseObstacles

Alternative Motion DirectionsBanned Region

Allowed Region
Robot

Searching Process

R0

Rk-1

(a) (b)

Right

Left

Space of Directions. The Circle also
represents the Influence Area Limits (SOI)

Fig. 2. Exemplifying the implementation of the traversability principle: (a) di-
vision of the space of directions into K regions, labeling them as allowed or
banned ; (b) selection of two obstacle-free motion directions.

Based on the previous information, this principle is intended to forbid
the robot’s movement in directions where the presence of obstacles has
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recently been determined, avoiding thus unnecessary and unsuccessful
displacements in the task of looking for a path towards the goal point.
With this purpose, after receiving the response of the GoTo behaviour, its
viability is studied according to the above-mentioned premise. Changes
are required only if the direction of such motion vector lies in a banned
region. Otherwise, the navigation filter will not act, generating as output
the same input vector. In such a case, note that the classic potential field
approach is really used to produce the response of the control system.
Assuming the first situation which has been described, two alternative
directions, generically labeled as left and right, will be obtained as a
result of a double searching process, clockwise and counterclockwise, for
the first allowed region starting from the desired direction of motion (see
fig. 2(b) for an example). The final decision about choosing one direction
or another depends on the tenacity principle.

3.1.2 The Tenacity Principle

Taking fig. 1(a) as an example, the trajectory of a robot which has been
trapped can be seen, in a simplified way, as the result of two simple move-
ments: forward and backward. These movements alternate the control of
the robot each time the vehicle moves excessively away from the goal di-
rection. The tenacity principle precisely tries to give a solution to that
oscillating/hesitant behaviour by preventing the robot from drastically
changing its direction of motion. In this way, progress will be always en-
sured removing thus the main cause of any trapping situation. Regarding
the implementation details, remember that two alternative motion direc-
tions labeled as left and right are obtained when the response of the GoTo
behaviour lies in a banned region. Under these circumstances, one of such
directions has to be selected as output of the navigation filter. With this
aim, the tenacity principle is applied by choosing left or right in coinci-
dence with the last decision made. Finally, note that, despite the obvious
simplicity of the concept, this principle has proven fully effective.

3.1.3 Need for Remembering the Obstacles

Purely reactive systems such as the classic potential field approach react
directly to the world as it is sensed, avoiding the need for intervening any
kind of abstract representational knowledge. The sentence “what you see
is what you get” faithfully summarises this idea. However, the local infor-
mation provided by the robot’s sensory equipment may not be enough to
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solve a given navigation task. Our navigation filter, against this problem,
keeps and uses information regarding the obstacles beyond the robot’s im-
mediate sensory range. The approach is, nevertheless, still reactive since
no path planning is ever conducted on such information. By way of exam-
ple, fig. 3 shows how the navigation filter is able to remember the presence
of obstacles in directions where, currently, an obstacle-free space is being
locally detected. To this end, the approximate location of the obstacles
in the environment is memorised. It is important to note, however, that
the character of these data is temporary, being removed when the robot
is sure that the corresponding obstacle has been successfully overcome.
Further details about this subject will be given later.

ObstaclesRobot

Approximate Position of the Obstacles
if any

Detected Undetected

Changes after a Robot's Movement

Initial State

Space of Directions. The Circle also
represents the Influence Area Limits (SOI)

Regions
Allowed Banned

Fig. 3. Memorising the obstacle locations while navigating.

3.2 The Emergent Global Behaviour

The combined application of both the traversability and tenacity princi-
ples results in an emergent global behaviour which can be summarised in
the next three points (see fig. 4 for a simple example):

1. When the robot is navigating far from obstacles, it heads for the goal
following a straight path. During this period of time, the navigation
filter remains inactive generating as output the same input motion
vector.

2. After the detection of an obstacle, the robot follows its contour in a
certain direction. To this end, changes are required on the response
of the GoTo behaviour based on T 2. Of special interest is, however,
the first time that a change has to be performed. In such a case, the
tenacity principle cannot be applied due to the lack of a previous
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decision, so that an additional selection criterion is needed for these
particular situations. This first decision will determine the direction
taken by the robot when following the obstacle boundary. In short,
the decision is made on the basis of how the previous obstacle was
followed, or lacking this information —first obstacle—, according to
a minimum turn criterion.

3. Finally, the robot knows that the obstacle has been overcome when
the direction to the goal becomes free of obstacles, that is, not banned.
At that moment, the filter is reset losing thus all the previously kept
information —obstacle positions—, which is no longer necessary for
the navigation task.

These stages will be sequentially executed in the order specified so many
times as obstacles the robot finds on its way towards the goal point. To
finish, note that the AvoidObstacles behaviour also plays an important
role on the final robot’s behaviour. More precisely, it helps to maintain
a reasonable distance between the robot and the contour of an obstacle
when it is being followed.

3.3 Major Shortcoming

The successful mission completion cannot be always guaranteed by means
of, only, the navigation filter —that is, the T 2 principles. Fig. 5 shows,
precisely, an example confirming this fact. As can be observed, the robot
was not able to reach the goal point by generating a cyclic behaviour
around a G-shaped obstacle. In the next section, three different solutions
to this problem will be given. They slightly modify the way how the robot
decides to leave and follow, in one direction or another, the boundary of
an obstacle.

4 Three T 2-based Algorithms with Provable Guarantees

This section constitutes a continuation of the previous one, where a new
component named navigation filter was incorporated into a control sys-
tem based on the potential fields approach to avoid the known and, up
till then, unsolved local minima problem. In this sense, at present, it is
intended to step forward by ensuring, whenever possible, the achievement
of the goal point for any mission. To this end, three different algorithms
will be proposed which alter the way how such navigation filter takes two
kinds of decisions related to: on the one hand, the direction for following
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Fig. 4. Escaping from a U-shaped obstacle: (a) direct path to the goal point; (b)
following the contour of the obstacle to the robot’s left (note that this direction
is defined in step 3 by selecting the option labeled as left based on a minimum
turn criterion); (c) reset of the navigation filter returning, afterwards, to the
same situation as in (a) from which the goal is finally reached.

the contour of an obstacle and, on the other hand, the leaving of such con-
tour for trying, afterwards, to definitely reach the goal through a straight
path (see fig. 6 for a graphic illustration of both types of decisions).
These algorithms are specifically called Random T 2, Connectivity T 2 and
Bug-based T 2, representing all of them the new family of algorithms T 2.
Next, each of the members of such family will be briefly described
(the reader is referred to (Antich, 2006) for further details).
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Step 1

Starting Point Goal Point

Step 2

Leaving Point

Step 3 Step 4

Obstacle

Fig. 5. A mission not solved by the navigation filter. Note that after step 4, the
third step will be executed again, generating thus a cyclic behaviour. The robot’s
trajectory has been computed by hand according to the known three stages of
the strategy (refer to section 3.2).

Obstacles

Output of the Navigation Filter

Banned Regions

Allowed Regions

Robot

GoTo Response

Goal Point

Space of Directions. The Circle also
represents the Influence Area Limits

(a) (b)

Right or Left?

When / Where?

Fig. 6. Decisions having influence on the convergence —goal achievement
guarantee— of an algorithm based on the T 2 principles: (a) selection of the
contour following direction of the obstacles; (b) leaving the obstacle boundaries.
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4.1 The Strategy Random T 2

Random T 2 is the simplest strategy of the family of algorithms being
proposed. In this sense, non-extra data and reasoning are needed apart
from the ones associated with the navigation filter to make the decisions
pointed out in fig. 6. More precisely, these are the specific criteria applied
by the strategy regarding such decisions:

• In the context of T 2, the completion of a mission may be fully con-
ditional on the following of the contour of some obstacles in certain
directions —left or right— depending on the particular features of the
navigation environment. These features are unknown by the robot in
accordance with its reactive nature, concluding thus that it will never
be possible to properly define a fixed beforehand criterion for choosing
the contour following direction which is valid for any mission without
exception. Note that it was precisely the mistake made by the basic
T 2 approach presented in section 3 where the same direction was al-
ways taken. Random T 2, keeping the previous considerations in mind,
adopts the simplest —and also less efficient— solution to the prob-
lem by selecting that direction in a random way. In this manner, if
an obstacle is followed in the wrong direction, the robot will be able
to unconsciously/probabilistically rectify its decision in subsequent
occasions reaching, finally, the goal point.

• On the other hand, as for the leaving of the contour of the obstacles,
no changes have been performed with regard to the original T 2 ap-
proach. In this way, the boundary of an obstacle will be essentially
left when the direction to the goal point becomes allowed —free of ob-
stacles. Note that, from a geometric point of view, such circumstance
exclusively arises in situations where the robot faces the goal while
following the obstacle contour.

Finally, by way of example, fig. 7 shows how the strategy would suitably
accomplish the mission presented in fig. 5 which was not solved by the
navigation filter alone.

4.2 The Strategy Connectivity T 2

The strategy Connectivity T 2 is intended to improve the efficiency of the
previous algorithm in the search of a path towards the goal point avoiding
that, fundamentally, parts of the environment —obstacle boundaries—
which have already been explored by the robot in an unsuccessful way
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Step 1

Starting Point Goal Point

The robot advances towards its goal

Step 2
An obstacle impedes the robot's progress

Random Decision Points

A boundary following process is started

The robot randomly decides to go to the Left

Obstacle

Step 3
The goal point is faced

The robot tries to reach it again

(a)

Step 1

The robot advances towards its goal

Step 2

An obstacle impedes the robot's progress

A boundary following process is started

Step 4-A

A new obstacle is detected

The robot is supposed to follow its contour
to the Right

Step 4-B

A new obstacle is detected

The robot is supposed to follow its contour
to the Left

Step 3

The goal point is faced

The robot tries to reach it again

(b)

Step 5

The goal point is faced again

The robot leaves the obstacle boundary
completing later the mission by means
of a direct path

The robot randomly decides to go to the Right

Fig. 7. Exemplifying the behaviour of the strategy Random T 2 in a scenario
with a G-shaped obstacle. (a) and (b) are the two paths which result from
considering all the possible decisions of the algorithm with regard to the selection
of the obstacle contour following directions. The situation shown in (b) requires,
however, an additional comment. Either step 4-A or step 4-B will be randomly
chosen to be carried out by the robot. In the former case, step 3 will be afterwards
executed again. In the latter, on the contrary, the control flow will go to step 5
where the goal point will be finally achieved.

are covered again (remember fig. 7 where step 4-A might be executed
more than once). To this end, the concept of key area is introduced into
the original T 2 approach. Specifically, it is essentially an artificial land-
mark virtually located next to an obstacle that indicates in what direc-
tions —left and/or right— the contour of such obstacle has been followed
starting from that precise position. Fig. 8 illustrates the mentioned con-
cept in a simple mission. As can be observed, each time the robot detects
a new obstacle and, in consequence, has to decide to follow its contour in



144 Robotics and Automation in the Maritime Industries

one direction or another, a key area is created for registering the decision
taken. Note that this information, in more complex scenarios such as that
of fig. 7, will allow the robot not to repeat decisions on the same obstacle
favouring thus an extensive and fast exploration of the navigation envi-
ronment. On the other hand, as for the leaving of the obstacle boundaries,
just like it happened in the algorithm Random T 2, no changes have been
carried out on the proposal of section 3.

Finally, fig. 9 shows an example of the application of the strategy.

4.3 The Strategy Bug-based T 2

Based on the T 2 principles, the last strategy which is proposed is called
Bug-based T 2. Specifically, this strategy ensures convergence —that is, the
mission completion whenever possible— by slightly modifying the way
how the navigation filter decided to leave the contour of the obstacles.

As was already explained in section 3.1, the navigation filter makes
the robot abandon the boundary of an obstacle when, essentially, the
direction to the goal becomes allowed —free of obstacles. It is important
to note that, from a geometric point of view, such circumstance exclusively
arises in situations where the robot faces the goal point while following
the obstacle contour. These points of leaving, taking into account the
local information which is really managed by the strategy, correspond
to the most promising and closest places from where the robot would
be supposedly capable of completing the mission through a direct path.
This advantage, however, contrasts with the lack of convergence which is
derived from such decisions (remember fig. 5).

Regarding the leaving of the contour following process, other interest-
ing criteria can be found in the related literature. More precisely, the
strategy Bug2 (Lumelsky and Stepanov, 1987) suggests that the robot
stops following the boundary of an obstacle when its trajectory cuts the
straight segment joining the starting and the target points, also named
Main Line —or M-line, in brief. As a result, this strategy guarantees the
goal achievement at the expense of, generally, longer paths. Fig. 10(a)
and (b) compare the conditions for leaving applied by respectively the
T 2 and Bug2 approaches, from the viewpoint of the resultant robot’s
trajectory in a simple scenario.

Both advantages, a good path length performance as well as conver-
gence, can be really attained by combining and slightly altering the pre-
vious conditions in a proper way. On the one hand, the leaving conditions
for T 2 (C1) and Bug2 (C2) are defined as follows:
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Fig. 9. The strategy Connectivity T 2 solving a mission with a G-shaped obstacle.
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figure for each step being highlighted in red the latest changes.
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Fig. 10. Comparing the leaving conditions linked to the T 2 (a) and Bug2 (b)
strategies.

C1) The navigation filter indicates there is a free-obstacle path towards
the goal point. Moreover, this must be the first time the robot leaves
the obstacle at approximately that same position.

C2) The robot’s trajectory cuts the M-line. Additionally, the distance
from the robot to the goal has to be shorter than the one associated
with the last time this condition was satisfied. Initially, this distance
is initialised to the M-line’s length.

On the other hand, either C1 or C2 must be met for the leaving to
occur. At this point, notice that, contrary to the Bug2 algorithm, the
M-line concept is not static for Bug-based T 2. More precisely, each time
the leaving condition C1 is satisfied, the M-line is modified by considering
as new starting point the current robot position1. This fact together with
the limited number of times that such condition can be fulfilled2 allow
proving the convergence of Bug-based T 2. The formal proof can be found
in (Antich, 2006) together with some simulated and real experiments.
1 In such a case, the distance used by condition C2 is also reinitialised
2 This assertion is based on the assumption that there is a finite number of obstacles

in the navigation environment
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5 A Comparative Study

In the following, a comparative study on the performance of the new set
of navigation strategies —Random T 2, Connectivity T 2 and Bug-based T 2

to be precise—, generically called T 2, will be presented and discussed in
detail. Four algorithms from the related literature have been considered.
Among them, there are some popular approaches while the others have
been recently published. On the other hand, the comparison is carried
out from the point of view of a single criterion which is the length of the
path generated between the starting and the goal points.

5.1 Strategies Considered

Several strategies have been selected to take part in the comparative study
against the three proposed navigation algorithms. Their main features are
summarised next:

• Avoiding the Past (Balch and Arkin, 1993). The robot moves to the
user-specified goal point while being repelled from locations which
were already visited. With this purpose, a local map of the environ-
ment implemented as a two-dimensional grid is stored in memory,
where a different value is assigned to visited and non-visited locations.
As the robot visits an area more times, the values of the correspond-
ing cells in the grid increase and, consequently, the resultant repulsive
force exerted by such cells increases as well. In this way, it is intended
to favour the continuous exploration of new regions of the navigation
environment avoiding thus, at least apparently, the robot gets stuck
into a local minimum.

• Learning Momentum (LM) (Lee and Arkin, 2001). This strategy ad-
justs the behavioural parameters of a particular reactive control sys-
tem at runtime instead of using static values. A module called Adjuster
is responsible for this task. This module, based on recent experience
and a set of heuristic rules, identifies when good progress to the goal
is being made. According to this, the gains as well as other parame-
ters of the three behaviours making up the control system —GoTo,
AvoidObstacles and Noise— are properly altered.

• Micronavigation (µNAV) (Scalzo et al., 2003). This approach tries to
solve the problem of mobile robot navigation from a minimalist point
of view by only using, as its author says, a handful of bytes. Specif-
ically, the robot is provided with a hierarchy of simple behaviours
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designed for smooth obstacle avoidance through the equipotential line
concept and for escaping from concavities.

• Bug2 (Lumelsky and Stepanov, 1987). This is a representative mem-
ber of one of the most popular families of algorithms for path planning
with incomplete information named Bug. The goal achievement guar-
antee whenever possible can be found among its main features. As
for the strategy, two basic behaviours, GoTo and ContourFollowing,
alternate the control of the robot. Initially, the GoTo behaviour is
active. The detection of an obstacle, on the other hand, starts the
contour following process. Such process is left by the robot when it
cuts the virtual line connecting the starting and the goal points, also
called Main Line. Finally, notice that some of the concepts intro-
duced by this algorithm were suitably incorporated into our approach
Bug-based T 2 to ensure its convergence (see section 4.3). This fact
explains the inclusion of this strategy in the comparative study.

5.2 Results for a Representative Set of Missions

A 3D simulation environment named NEMOCAT (Antich and Ortiz,
2004) was used to measure the path length of the two first navigational
approaches as well as T 2. This simulator incorporates the dynamic model
of a real underwater vehicle called GARBI, designed and built by the
Computer Vision and Robotics research group of the University of Girona
(Spain), making thus the simulations more realistic.

Initially, three environments were defined for testing purposes (see
fig. 11). In the first one, walls/rocks of different length impede the progress
of the vehicle towards its goal. The second environment, on the other
hand, corresponds to a very deep box-shaped canyon. Finally, the third
one appeared in (Ranganathan and Koenig, 2003), where a control sys-
tem with deliberative capabilities was employed to solve it. Avoiding the
Past and LM strategies were not able to successfully carry out any of
the previously described missions, which shows their poor effectiveness
to escape from large trapping areas. In both cases, the simulation was
stopped after a travel time twice the longest of T 2.

In order to continue with the comparative study, a robot program-
ming environment based on the AuRA (Arkin and Balch, 1997) archi-
tecture called MissionLab (Mackenzie et al., 1997) was also used. The
latest release of this software (version 6.0) integrates the µNAV algo-
rithm implemented by one of its authors (Sgorbissa, 2000). Different tests
with increasing complexity were performed in MissionLab, simulating a
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Fig. 11. From top to bottom, paths generated by the Avoiding the Past, LM, and
T 2 approaches in NEMOCAT . Note that due to the non-deterministic behavior
of the Random T 2 algorithm, different results can be obtained in different runs
of the simulator. Only one, the worst, is shown in the figure whenever possible.
A stochastic analysis about the average length of the robot’s path is presented
when such worst case cannot be computed. For more details, the reader is referred
to (Antich, 2006).

holonomic robot equipped with several range finders, and wheel encoders
to compute its position by means of dead-reckoning. As can be verified
in (Scalzo et al., 2003), such experiments are a representative sample of
the whole power of the µNAV strategy for a typical behavior hierar-
chy. Each environment was then accurately reproduced in NEMOCAT

and successfully solved by T 2. The results from MissionLab are shown in
fig. 12(a) while fig. 12(b) provides the ones from NEMOCAT . Besides,
tables 1 and 2 compare the performance of all these strategies from the
viewpoint of the resultant path length. As can be observed, the T 2 algo-
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Fig. 12. Simulation results for the µNAV(a) and T 2(b) strategies in four different
scenarios where concavities appear.

rithms produced, on average, trajectories between the starting and goal
points 2.4 times shorter than µNAV at worst. The difference derives from
the fact that µNAV allows the robot, in general, to head for the goal as
soon as it is faced without any immediate obstacle on its way, while any
T 2-based strategy limits the applicability of such rule to, at least, situa-
tions where a concavity is not detected.
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Finally, the theoretical/ideal path of the Bug2 algorithm for the mis-
sions previously outlined was drawn by hand according to the steps de-
scribed in (Lumelsky and Stepanov, 1987) (see fig. 13). Tables 3 and 4
provide the comparative data with regard to our proposal. As can be seen,
the Bug2 algorithm generated, on average, trajectories between 1.14 and
1.48 times longer than T 2. On this occasion, the strict condition asso-
ciated with the end of the contour following process is the key cause of
the lower performance of such algorithm. Only when the main line is
cut by the robot’s path, the GoTo behavior becomes active to ensure
convergence.

6 Conclusions

In this chapter, based on both artificial potential fields and two new
principles named Traversability and Tenacity (T 2), a novel family of geo-
metric algorithms for sensor-based motion planning has been finally put
forward trying to ensure, whenever possible, the global achievement of the
target point for any mission. The members of this family are specifically
called Random T 2, Connectivity T 2 and Bug-based T 2. These strategies
have also been compared against other well-known algorithms —Avoiding
the Past, Learning Momentum, Micronavigation and Bug2— sharing the
same goal. The length of the resulting paths was used as the figure of
merit. Our proposals generated, on average, trajectories between 1.14
and 3.20 times shorter for a representative set of missions.

Finally, it is important to note that any T 2-based strategy can be
applied to both ground and underwater vehicles, although, in this last
case, a generalization to three dimensions, which is being developed at
the moment, is expected to yield still better performance.
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Table 1. Comparison of the Path Lengths of T 2 and the µNAV Strategy

Mission

Algorithm Type
T 2

Random Connectivity µNAV
(average) and Bug-based

4 286.83 368.55 384.20
5 883.47 883.47 4180.41
6 1586.71 1484.91 2489.40
7 663.82 246.85 1316.40

Total (m) 3420.83 2983.78 8370.41

Table 2. Relative Performance of T 2 with regard to the µNAV Strategy

Mission µNAV
Random T 2

µNAV
Connectivity T 2 , µNAV

Bug-based T 2

4 1.34 1.04
5 4.73 4.73
6 1.57 1.68
7 1.98 5.33

Average 2.40 3.20

Fig. 13. Expected results for the Bug2 algorithm from mission 1 to 7.
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Table 3. Comparison of the Path Lengths of T 2 and the Bug2 Strategy

Mission

Algorithm Type
T 2

Random Connectivity Bug2
(average) and Bug-based

1 313.62 281.54 388.00
2 420.65 420.65 426.00
3 623.00 405.17 578.00
4 286.83 368.55 421.00
5 883.47 883.47 934.00
6 1586.71 1484.91 1672.00
7 663.82 246.85 797.00

Total (m) 4778.10 4091.14 5216.00

Table 4. Relative Performance of T 2 with regard to the Bug2 Strategy

Mission Bug2
Random T 2

Bug2
Connectivity T 2 , Bug2

Bug-based T 2

1 1.24 1.38
2 1.01 1.01
3 0.93 1.43
4 1.47 1.14
5 1.06 1.06
6 1.05 1.13
7 1.20 3.23

Average 1.14 1.48
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CHAPTER 8

Underwater climbing robot for ships’ hull cleaning
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In this chapter, AURORA project is introduced and a solution is proposed
to improve the performance of an underwater climbing robot that has
been designed for cleaning and surveying tasks on ship hulls. The solution
implies a non-classically actuated wheeled mobile robot that has as many
traction motors as wheels controlled independently. It also implies the
utilization of a mixed velocity-force control algorithm. In this way, an
increase in traction force is achieved and the sliding of the wheels during
the movement process is prevented. The effectiveness of the new algorithm
is demonstrated in laboratory experiments using a prototype.

1 Introduction

It is well known that all kind of underwater ship’s hull become over-
grown with sea adherence (weed, barnacles) very fast. This means raise
of fuel consumption, and freeing atmosphere an extra amount of CO2
(incrementing greenhouse effect) and of sulphur dioxide (acid rain), apart
from deterioration of ability of ship’s control. This situation becomes
important even after six months of ship activity. For recovery of ship’s
required operational performance, it is necessary for Ship-Repairing and
Conversion Industries to dry dock a ship and proceed to cleaning. This
procedure is very time consuming and of high cost, but it is the only
available solution nowadays for SRYs. On the other hand, this cleaning
activity is the first to be done when a ship needs maintenance and/or
some repairing, being the last the main activity of SRYs. So hull treat-
ment is required and, at present time, is done manually in dry-dock using
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different adapted methods like grit blasting or water jet, and it has to be
noticed that, in itself, it is a very contaminant operation (dust contains
always painting particles), it is harmful for human operators health and
it is a very uncomfortable job. To provide a solution to these problems
an EC funded project (G3RD-CT-000-00246) was organised: AURORA
(Auxiliary Climbing Robot for Underwater Ship Hull Cleaning of Sea
Adherence and Surveying). The AURORA scenario consists in the un-
derwater hull that after some time of ship operation is plenty of marine
incrustations, where a new kind of underwater climbing robot equipped
with special tools should perform cleaning and surveying tasks. That sce-
nario (see Fig. 1) presents large dimensions and exhibits some areas of
very difficult reach-ability that poses some additional technical difficul-
ties. The proposed robot has three wheels for balance reasons, and it is

Fig. 1. Aurora scenario.

endowed with magnets to attach to ferromagnetic surfaces. Although in
the last decade much effort has been oriented to solve the motion prob-
lem of a wheeled mobile robot under nonholonomic constraints, special
considerations have to be taken into account here in the development of
the control system because of both the operating environment and the
requirements of the cleaning process. Thus, to achieve a proper quality of
cleaning, the robot has to move with a suitable velocity, following some
kind of strategy to cover the foul zone. This leads to the importance of
controlling the direction of the robot and its velocity. On the other hand,
the processed surface is characterized with a very low magnitude of static
friction coefficient, causing difficulty to obtain an appropriated magni-
tude of traction force. To solve this problem, it has been necessary to
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increase the traction force but preventing the wheels from sliding during
the movement process. Traction force has been easily increased by having
as many power motors for traction as wheels controlled independently.
However, having such configuration, quite far from the classical ones, a
new control algorithm is needed. This velocity-force control algorithm has
to sustain the required velocity for the technological process, and, at the
same time, distributes the traction forces between the wheels (Akinfiev
et al., 2001), (Fernández et al., 2002). Next sections describe the main
features of the underwater robot with special focus on its control system.

2 Kinematic Model

This section describes the kinematic equations of the three-wheeled mo-
bile robot depicted in Fig. 2. The common configurations for a three-
wheeled mobile robot includes two motors: one power motor and one
steering motor on the front wheel (Everett, 1995), (Bestaoui, 2000), or
two power motors on the rear wheels, with the front wheel having pas-
sive steering (Aguiar et al., 2000), (Fukao et al., 2000), (Ge et al., 2001).
Basically, both configurations share the same control and structural prop-
erties. Such designs demonstrate a good performance when moving upon
a surface with an adequate coefficient of static friction and a smaller co-
efficient of rolling friction. However, in the case considered in this thesis,
the wheeled mobile robot has to move along a surface that is charac-
terized with a very low magnitude of static friction coefficient. Since the
static friction force is equal to the traction force, the low magnitude of the
static friction coefficient causes difficulty to obtain an appropriated mag-
nitude of traction force for the wheeled mobile robot. In order to solve
this problem, the proposed configuration for the mobile robot includes
as many power motors for traction controlled individually as number of
wheels. Then, the vehicle has three identical wheels which are controlled
by three DC motors. The front wheel is also steerable by an additional
DC motor. It is assumed that the masses and inertias of the wheels are
negligible. It is further assumed that the contact between the wheels and
the ground is pure rolling and non-slipping. This last assumption imposes
the nonholonomic constraint.

The position of the wheeled mobile robot along a flat or quasi-flat
surface in an inertial Cartesian frame {Rw} := {o, x, y} is completely
specified by the (xC , yC) coordinates of the reference point Rp and θ, the
orientation of the vehicle with respect to the x-axis. Rp is assumed to be
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Fig. 2. Wheeled mobile robot’s configuration.

located in the intersection of the virtual axis that links the rear wheels and
the axis of symmetry. Let φ denote the steering angle between the front
wheel an the symmetry axis, da the length of the virtual axis that links
the rear wheels, lw the distance between the front wheel and Rp, (x1, y1)
the position of the front wheel, (x2, y2) and (x3, y3) the position of the
rear wheels. Then, the position of each wheel in the inertial reference
frame may be stated as:

x1 = xC + lw cos (θ) ,

y1 = yC + lw sin (θ) ,
(1)

x2 = xC − da

2
sin (θ) ,

y2 = yC +
da

2
cos (θ) ,

(2)

x3 = xC +
da

2
sin (θ) ,

y3 = yC − da

2
cos (θ) .

(3)

Their derivatives are given by:
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ẋ1 = ẋC − lwθ̇ sin (θ) ,

ẏ1 = ẏC + lwθ̇ cos (θ) ,

(4)

ẋ2 = ẋC − da

2
θ̇ cos (θ) ,

ẏ2 = ẏC − da

2
θ̇ sin (θ) ,

(5)

ẋ3 = ẋC +
da

2
cos (θ) ,

ẏ3 = ẏC +
da

2
sin (θ) .

(6)

Then, the nonholonomic constraints are written for each wheel, resulting
in:

ẋ1 sin (θ + φ) − ẏ1 cos (θ + φ) = 0, (7)

ẋ2 sin (θ) − ẏ2 cos (θ) = 0, (8)

ẋ3 sin (θ) − ẏ3 cos (θ) = 0. (9)

Substituting (ẋ1, ẏ1), (ẋ2, ẏ2) and (ẋ3, ẏ3) into equations (7), (8) and
(9) gives:

ẋC sin (θ + φ) − ẏC cos (θ + φ) − lwθ̇ cos (φ) = 0, (10)

ẋC sin (θ) − ẏC cos (θ) = 0. (11)

Now, let vc denote the linear velocity of Rp with respect to {Rw}. Then
the linear velocities of the center of each wheel with respect to {Rw} are
given by (see Fig. 3):

v1 =
vc

cos φ
, (12)

v2 =

(
1 − da

2lw
tan φ

)
vc, (13)

v3 =

(
1 +

da

2lw
tan φ

)
vc. (14)

ẋC and ẏC can also be defined as a function of vc as follows:
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Fig. 3. Wheeled mobile robot.

ẋC = vc cos (θ) , (15)

ẏC = vc sin (θ) . (16)

Substituting (15), (16), into equations (10) and (11) results in:

θ̇ =
tan φ

lw
vc. (17)

The derivative of (17) is given by:

θ̈ =
tan (φ)

lw
v̇c +

vc

lw cos2 (φ)
φ̇. (18)

If we suppose that the kinematic model of the wheeled mobile robot
is composed of equations (15-17), we had the steering angle φ as an in-
put and assumed to have direct control over its value. This corresponds
to being able to move the front wheel instantaneously. Nevertheless, this
assumption is an unrealistic one. Whenever the value of φ changes dis-
continuously, the path traced out in the plane by (xc, yc), will have a
discontinuity in its curvature. To put this right, we might add the steer-
ing angle as an extra state variable and consider its derivative to be one
of the input signals. Introducing this integrator-chain, φ is only allowed
to change its values in a continuous manner. Thus, a four-dimensional
state space has to be considered, in which each state is represented as
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x = (xc, yc, θ, φ). The kinematic model of the three-wheeled mobile robot
is then given by the following equations:

ẋC = vc cos (θ) ,

ẏC = vc sin (θ) ,

θ̇ =
tan (φ)

lw
vc,

φ̇ = ωf ,

(19)

where ωf is the angular steering velocity of the front wheel.

3 Dynamic Model

This section deals with system dynamics. It is assumed that there is no
friction force between the wheels and the vehicle, and that the axis of the
rear wheels are locked to be in the same orientation as the mobile robot.
The resultant dynamic equations are:

∑
Fx = FD1 cos (φ + θ) + (FD2 + FD3) cos (θ) − FL1 sin (φ + θ)−

− (FL2 + FL3) sin (θ) − FFRW cos (θ) ,
(20)

∑
Fy = FD1 sin (φ + θ) + (FD2 + FD3) sin (θ) + FL1 cos (φ + θ) +

+ (FL2 + FL3) cos (θ) − FFRW sin (θ) ,
(21)

∑
Mz =

da

2
(FD3 − FD2) + lFD1 sin (φ) + lwFL1 cos (θ) − MFR, (22)

where FD1, FD2 and FD3 are the traction forces applied at each wheels,
FL1, FL2 and FL3 are the resultant lateral forces on the front and rear tires
respectively, FFr is the equivalent force of friction, and MFR is the equiv-
alent moment of friction around Rp. Since the velocity of the wheeled
mobile robot is quite low, the lateral forces, FL1, FL2 and FL3 are ne-
glected in the sequel because of their small influence. It is important to
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remark that other forces can appear in the dynamic model (i.e., hydrody-
namic friction, if the robot moves underwater; forces due to gravity, if the
wheeled mobile robot moves along a vertical wall or an inclined plane; an
additional resistance force, if the robot performs cleaning tasks). In order
to simplify the dynamic model without loss of generality, we assume that
the influence of all these forces are contained in the friction terms FFRW

and MFR. Now, taking into account that:

∑
Mz = Jwθ̈, (23)

where Jw is the equivalent inertia of the vehicle around Rp, and placing
(18) and (23) into equation (22) gives:

v̇c =
lw
Jw

cot (φ)

[
lFD1 sin (φ) +

da

2
(FD3 − FD2) − MFR

]

−φ̇ cot (φ) sec2 (φ) vc.

(24)

The next step in deriving the dynamic model of the system is to find
equations for the traction forces. Since it is known that the traction forces
are transmitted to the vehicle through controlled DC motors, they are
modelled as follows:

FD1 =
KG

rw

τap1, (25)

FD2 =
KG

rw

λw2τap1, (26)

FD3 =
KG

rw

λw3τap1, (27)

where KG is the constant transmission ratio, rw is the wheel radius, τap1

is the traction torque of the front wheel, and λw2 and λw3 are traction
torque distribution coefficients. These coefficients, λw2 and λw3, play a
crucial role in the development of the control system, and their inclusion
will be explained in detail in the subsections 4.2 and 4.3. The traction
torque of the front wheel τap1 is given by:

τap1 = kmI1 − JM1ϕ̈1, (28)

where km is the torque constant, I1 is the armature current, JM1 is the
rotor inertia and ϕ̈1 is the angular acceleration of the rotor. The armature
current, I1, is given by:
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I1 =
1

RM

u1 −
kE

RM

ϕ̇1, (29)

where u1 is the input voltage for the traction motor of the front wheel,
RM is the motor resistance, and kE is the back - EMF constant.

The relationship between the linear velocity of the center of the front
wheel and the angular velocity of its motor may be stated as follows:

ẋ1 =
rw

KG

ϕ̇1 cos (φ + θ) , (30)

ẏ1 =
rw

KG

ϕ̇1 sin (φ + θ) . (31)

Combining equations (4), (15), (16), (30) and (31), the next equalities
are obtained:

vc cos (θ) − lwθ̇ sin (θ) =
rw

KG

ϕ̇1 cos (φ + θ) ,

vc sin (θ) + lwθ̇ cos (θ) =
rw

KG

ϕ̇1 sin (φ + θ) .

(32)

Then, from the previous equalities, the relationship between the linear
velocity of the reference point, vc, and the angular velocity of the rotor
of the front wheel, ϕ̇1, can be found:

ϕ̇1 =
KG

rw cos (φ)
vc. (33)

The derivative of (33) is given by:

ϕ̈1 =
KG

rw cos (φ)

[
φ̇ tan (φ) vc + v̇c

]
. (34)

Substituting (25-27), (28) and (33-34) into (24) results in:

v̇c =
γwa

γwb

[
KGkm

rwRM

u1 −
K2

Gvc

r2
w cos (φ)

(
kmkE

RM

+ JM1ωf tan (φ)

)]

− 1

γwb

[
MFR +

Jw

lw
ωf sec2 (φ) vc

]
,

(35)

where:

γwa =
da

2
(λw3 − λw2) + lw sin (φ) , (36)
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γwb =
Jw

lw
tan (φ) +

K2
GJM1

r2
w cos (φ)

γwa. (37)

The final step is to find the equation for the steering servo. Since the
steering force is also transmitted to the vehicle trough a controlled DC,
it is modelled as follows:

JM4ϕ̈4 =
km

RM

(u4 − kEϕ̇4) − τFR4, (38)

where JM4 is the rotor inertia, ϕ̈4 is the angular acceleration of the rotor,
ϕ̇4 is the angular velocity of the rotor, u4 is the input voltage for the
steering motor of the front wheel and τFR4 is the torque of friction. In
this case, the relationship between the angular velocity of the front wheel
and the angular velocity of its motor is directly stated as follows:

φ̇ =
ϕ̇4

KG

. (39)

Taking into account that φ̇ = ωf and using equations (38-39), the angular
acceleration of the front wheel, ω̇f , can be written as:

ω̇f =
1

JM4KG

(
km

RM

u4 −
KGkmkEωf

RM

+ τFR4

)
. (40)

Then, the dynamics of the wheeled mobile robot is modelled by the equa-
tions (35) and (40).

4 Control Algorithms

Now that the whole mathematical model has been identified, the con-
trol system for the wheeled mobile robot can be designed. This task is
quite complicated, not only because of the nonholonomic constraints that
appear in the kinematics, but also due the special requirements of the de-
sired application. The objective is to control the position and the velocity
of the wheeled mobile robot but, at the same time, to distribute the trac-
tion force between the wheels in such a way that their sliding is avoided.
The problem is even paradoxical: the prevention of sliding on the wheels
compels the system to be nonholonomic, which augments the complexity
of the control system design. To overcome these difficulties, the control
design is divided in three related parts. Firstly, a state-feedback tracking
controller is derived to solve the motion problem under nonholonomic
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constraints using the kinematic model of the mobile robot. Secondly, an
extension of the kinematic control law is made to incorporate the dynam-
ics of the wheeled mobile robot in such a way that the asymptotic stability
that was originally obtained by the kinematic controller is preserved for
the overall closed loop system. Thirdly, a traction force distribution algo-
rithm that calculates the proper reference signals for each rear wheel is
included and the feedback tracking control laws are finally completed.

4.1 Kinematic Control

In the methodology proposed above for the control system design, the
first step is to obtain a state-feedback tracking controller for the kine-
matic model (19) of the wheeled mobile robot. Since this issue has been
extensively discussed by a large number of authors, we will follow the
method proposed in (Lefer and Nijmeijer, 1999) and their results. Then,
the forward velocity of the reference point, vc, and the angular velocity
of the front wheel, ωf , from the kinematic model of the robot (19), are
considered as control inputs. Given a feasible reference trajectory, i.e. a

trajectory
(
[xr, yr, θr, φr]

T , [vr, ωr]
T
)

satisfying:

ẋr = vr cos (θr) ,

ẏr = vr sin (θr) ,

θ̇r = vr
tan (φr)

lw
,

φ̇r = ωr,

(41)

it is necessary to find appropriate control laws, vc and ωf , of the form:

vc = vc (xC , yC , θ, φ, t) , ωf = ωf (xC , yC , θ, φ, t) , (42)

such that for the resulting closed-loop system (19, 42):

lim
t→∞

(|xC (t) − xr (t)| + |yC (t) − yr (t)|+
+ |θ (t) − θr (t)| + |φ (t) − φr (t)|) = 0.

(43)

The control laws (42) are not only a function of xC , yC , θ and φ, but also
of vr (t), ωr (t), xr (t), yr (t), θr (t), φr (t), and possibly their derivatives
with respect to time. This explains the time-dependency in (42).
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Notice that the tracking control problem studied here is not the same

as an output tracking problem of the flat output
(
[xr (t) , yr (t)]T

)
. First

of all, by specifying xr (t) and yr (t) the reference trajectory can not be
uniquely specified (i.e. vr (t) can be either positive or negative). But more
important is the fact that tracking of xr (t) and yr (t) does not guarantee
tracking of the corresponding θr (t) and φr (t) (Lefer and Nijmeijer, 1999).

In order to be able to solve the tracking control problem, the following
assumptions on the reference trajectory are needed:

• The reference system needs to have a unique solution. Thus, φr ∈ ]−
M, M [ with M < π

2 .
• We assume that the forward reference velocity is bounded, i.e. there

exists constants vmin
r and vmax

r such that 0 < vmin
r ≤ vr (t) ≤ vmax

r .
• Furthermore, we assume that the forward and angular acceleration,

i.e. v̇r and θ̈r, are bounded.

Remark 1. Throughout this section the expressions x cos(x)−sin(x)
x2 , x−sin(x)

x2 ,
cos(x)−1

x
, x sin(x)−2(1−cos(x))

x3 , (1−cos(x))x−2(x−sin(x))
x3 , 1−x sin(x)−cos(x)

x2 , cos(x)−1
x2

and sin(x)
x

, are used. These functions are discontinuous in x = 0, but if
their values are defined for x = 0 as respectively 0, 0, 0, 0, 1

6 , −1
2 , −1

2 and
1 it is easy to verify that all the functions are continuous and bounded.

To overcome the problem that the errors xC − xr and yC − yr depend
on how we choose the inertial reference frame, we define errors in a body
reference frame, i.e. in a coordinate-frame attached to the wheeled mobile
robot (Kanayama et al., 1990):




xe

ye

θe


 =




cos (θ) sin (θ) 0
− sin (θ) cos (θ) 0

0 0 1






xr − xC

yr − yC

θr − θ


 . (44)

In order to be able to control the orientation, θ, of the mobile robot by
means of the input ωf , Lefeber (Lefer and Nijmeijer, 1999) proposed to
have vc (t) 6= 0 for all t ≥ 0. Since vr (t) ≥ vmin

r > 0, if σ (·) is a function
that fulfills:

σ (x) > −vmin
r , ∀x ∈ R, (45)

the control law:
vc = vr + σ (xe) ≡ Φw1 (t, xe) , (46)

automatically guarantees vc (t) > 0 for all t ≥ 0. Furthermore, we assume
that σ (x) is continuously differentiable and satisfies:
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xσ (x) > 0,∀x 6= 0. (47)

In our case, we choose:

σ (xe) = vmin
r tanh (xe) . (48)

With the control law (46), the error system (44) and φ become:

ẋe = ye
vr + σ (xe)

lw
tan (φ) + vr cos (θe) − vr − σ (xe) ,

ẏe = −xe
vr + σ (xe)

lw
tan (φ) + vr sin (θe) ,

θ̇e =
vr

lw
tan (φr) −

vr + σ (xe)

lw
tan (φ) ,

φ̇ = ωf .

(49)

Differentiating the function:

V1 =
1

2
x2

e +
1

2
y2

e (50)

along the solution of (49) yields:

V̇1 = −xeσ (xe) + vr

(
cos (θe) − 1

θe

xe +
sin (θe)

θe

ye

)
θe. (51)

Now, if φ is considered as a virtual control, an intermediate control law
for φ could be designed:

θ̇e = −kw1θe − kw2vr

(
cos (θe) − 1

θe

xe +
sin (θe)

θe

ye

)
cw1, cw2 > 0.

(52)
Using the Lyapunov function candidate:

V2 =
1

2
x2

e +
1

2
y2

e +
1

2kw2
θ2
e , (53)

we can then assert that xe, ye and θe converge to zero, provided that
assumption 4.1 is satisfied.

Now, the error variable is defined as follows:



168 Robotics and Automation in the Maritime Industries

z̄ =
vr

lw
tan (φr) −

vc

lw
tan (φ) + kw1θe

+kw2vr

(
cos (θe) − 1

θe

xe +
sin (θe)

θe

ye

)
.

(54)

Nevertheless, for simplicity of analysis, a new error variable is defined:

z = vr tan (φr) − vc tan (φ) + cw1θe

+cw2vr

(
cos (θe) − 1

θe

xe +
sin (θe)

θe

ye

)
,

(55)

where:
z = lwz̄, cw1 = lwkw1, cw2 = lwkw2. (56)

With this definition, the error system (49) becomes:

ẋe = ye
vc

lw
tan (φ) + vr [cos (θe) − 1] − σ (xe) ,

ẏe = −xe
vc

lw
tan (φ) + vr sin (θe) ,

θ̇e = −cw1

lw
θe −

cw2

lw
vrβw +

1

lw
z,

ż =
vc

cos2 (φ)

(
1

lw
ιw1 (t) sin (φ) cos (φ) − ωf

)
+ ιw2 (t) ,

(57)

where:
ιw1 = ye tan (φ) + cw1 − cw2vr (αw1xe + αw2ye) , (58)

ιw2 = v̇r tan (φr) +
vrωr

cos2 (φr)
+ (vr cos (θe) − vc) tan (φ)+

+cw2

(
v̇rxe − vcvr − v2

r

) cos (θe) − 1

θe

+ cw2v̇rye
sin (θe)

θe

+

(cw1 + cw2vrαw3)
vr

lw
tan (φr) ,

(59)

αw1 =
1 − cos (θe)

θ2
e

, (60)

αw2 =
θe − sin (θe)

θ2
e

, (61)
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αw3 =

(
αw1 −

θe sin (θe)

θ2
e

)
xe +

θe cos (θe) − sin (θe)

θ2
e

ye, (62)

βw =
cos (θe) − 1

θe

xe +
sin (θe)

θe

ye. (63)

Then, a composite Lyapunov function V3 is constructed for the system
(57) by augmenting V2 with a quadratic term in the error variable z̄:

V3 =
1

2
x2

e +
1

2
y2

e +
lw

2cw2
θ2
e +

1

2cw1cw2cw3
z̄2 with cw3 > 0. (64)

Now, ωf is chosen to make V̇3 negative definite. A simple way to achieve
this is taking:

ωf =
1

lw
ιw1 sin (φ) cos (φ) +

cos2 (φ)

vc

(ιw2 + cw3z) ≡ Φw2 (t, xe, ye, θe) .

(65)
With this control law, the CLF derivative is:

V̇3 = −xeσ (xe) −
cw1

cw2
θ2
e +

1

cw2
θez − 1

cw1cw2
z2. (66)

By completing the square, V̇3 can be rewritten as:

V̇3 = −xeσ (xe) −
[ √

cw1√
2cw2

θe −
1√

2cw1cw2
z

]2

− cw1

2cw2
θ2
e

− 1

2cw1cw2
z2.

(67)

Then:

V̇3 ≤ −xeσ (xe) −
cw1

2cw2
θ2
e −

1

2cw1cw2
z2 ≤ 0. (68)

From (67) it is clear that all trajectories of (57, 65) are globally uni-
formly bounded and all closed-loop solutions converge to zero (Lefer and
Nijmeijer, 1999).

4.2 Dynamic Control

In the preceding subsection, the state-tracking problem for the kinematic
model of the wheeled mobile robot was solved using velocity control inputs
(vc and ωf ). However, it is desirable to find feedback control laws for
the actual control inputs u1, u2, u3 and u4. Then, in this subsection an
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extension of the resultant kinematic control laws is made to incorporate
the dynamics of the wheeled mobile robot via backstepping. For that
purpose, let us consider the tracking error dynamics of the wheeled mobile
robot which is composed of (49) and two integrators (35, 40):

ẋe = ye
vr + σ (xe)

lw
tan (φ) + vr cos (θe) − vr − σ (xe) ,

ẏe = −xe
vr + σ (xe)

lw
tan (φ) + vr sin (θe) ,

θ̇e =
vr

lw
tan (φr) −

vr + σ (xe)

lw
tan (φ) ,

φ̇ = ωf ,

v̇c =
γwa

γwb

[
KGkm

rwRM

u1 −
K2

Gvc

r2
w cos (φ)

(
kmkE

RM

+ JM1ωf tan (φ)

)]

− 1

γwb

[
MFR +

Jw

lw
ωf sec2 (φ) vc

]
,

ω̇f =
1

JM4KG

(
km

RM

u4 −
KGkmkEωf

RM

+ τFR4

)
.

(69)

The basic idea lies in deriving suitable feedback control laws for u1 and
u4, from vc and ωf that control the kinematic system (19).

Remark 2. The traction force distribution coefficients, λw2 and λw3 (that
are contained in the terms γwa and γwb), let us model the traction forces
applied at the rear wheels, FD2 and FD3, as some percent of the traction
force applied at the front wheel, FD1. Therefore, the feedback velocity
control law for u1 can be derived without neglecting the effects of u2 and
u3. In the next subsection, feedback force control laws for u2 and u3 are
derived using the proposed traction force distribution algorithm and the
preservation of the asymptotic stability for the overall close loop system
is demonstrated.

In order to design the true tracking controllers for u1 and u4 using the
integrator backstepping, two new error variables, ve and ωe, are intro-
duced:

ve = vc − Φw1 (t, xe) , (70)
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ωe = ωf − Φw2 (t, xe, ye, θe) , (71)

where Φw1 and Φw2 are defined as in (46) and (65), respectively.
Now, consider the positive definite Lyapunov function candidate for

the system (69):

W1 = V3 +
1

2
v2
e +

1

2
ω2

e

=
1

2
x2

e +
1

2
y2

e +
1

2cw2
θ2
e +

1

2
z2 +

1

2
v2
e +

1

2
ω2

e .

(72)

Using (66), the time derivative of W1 along the solutions of (69) satis-
fies:

Ẇ1 = −xeσ (xe) −
cw1

cw2
θ2
e +

1

cw2
θez − 1

cw1cw2
z2

+ve

[
γwaKGkm

γwbrwRM

u1 −
γwaK

2
Gvc

γwbr2
w cos (φ)

(
kmkE

RM

+ JM1ωf tan (φ)

)

− 1

γwb

(
MFR +

Jw

lw
ωf sec2 (φ) vc

)
− Φ̇w1

]

+ωe

(
km

JM4KGRM

u4 −
kmkEωf

JM4RM

+
τFR4

JM4KG

− Φ̇w2

)
,

(73)
where:

Φ̇w1 = v̇r + vmin
r

(
1 − tan2 (xe)

)
ye tan (φ)

(
vr + σ (xe)

lw

)

+vmin
r

(
1 − tan2 (xe)

)
(vr cos (θe) − vr − σ (xe)) ,

(74)

Φ̇w2 =
1

lw

[
(ι̇w1 sin (φ) + ιw1 cos (φ) ωf ) cos (φ) − ιw1 sin2 (φ) ωf

]

+
cos2 (φ)

vc

[ι̇w2 + cw3ż − (2 tan (φ)ωfvc + v̇c) (ιw2 + cw3z)] ,

(75)

and:
ι̇w1 = ẏe tan (φ) +

yeωf

cos2 (φ)
− cw2v̇r (αw1xe + αw2ye)

−cw2vr (α̇w1xe + αw1ẋe + α̇w2ye + αw2ẏe) ,

(76)
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ι̇w2 =
v̈rlw + cw1v̇r + cw2v

2
r α̇w3

lw
tan (φr) + cw2

(
v̈rβw + v̇rβ̇w

)

+
2v̇rωr + vrω̇r + 2vrω

2
r tan (φr)

cos2 (φr)
+

cw1vrωr

lw cos2 (φr)

+
cw2vr

lw

[
2v̇r tan (φr) +

vrωr

cos2 (φr)

]
αw3

(vr cos (θe) − vc)ωf

cos2 (φ)

−cw2 [2vrv̇r + v̇cvr + vcv̇r] αw4 − cw2

(
v2
r + vcvr

)
α̇w4

+
(
v̇r cos (θe) − vr sin (θe) θ̇e − v̇c

)
tan (φ) ,

(77)

αw4 =
cos (θe) − 1

θe

, (78)

α̇w1 =
θ̇e

θ3
e

[θe sin (θe) + 2 cos (θe) − 2] , (79)

α̇w2 =
θ̇e

θ3
e

[2 sin (θe) − θe cos (θe) − θe] , (80)

α̇w3 =
1 − θe sin (θe) − cos (θe)

θ2
e

(
ẋe − 2

θ̇e

θe

xe

)

+
θe cos (θe) − sin (θe)

θ2
e

(
ẏe − 2

θ̇e

θe

ye

)

− θ̇e

θe

(xe cos (θe) + ye sin (θe)) ,

(81)

α̇w4 =
θ̇e

θ2
e

(1 − θe sin (θe) − cos (θe)) , (82)

β̇w = − θ̇e

θe

(βz + δzθe − ye) +
cos (θe) − 1

θe

ẋe +
sin (θe)

θe

ẏe. (83)

We have let Ẇ1 be an explicit function of u1 and u4. Now, tracking
control laws for u1 and u4 are selected to make Ẇ1 negative definite. A
simple way to achieve this is taking:
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u1 =
RMKGvc

ρkm cos2 (φ)

(
kmkE

RM

+ JM1ωf tan (φ)

)

+
1

γwa

(
MFR +

Jw

lw
ωf sec2 (φ) vc

)
+

γwb

γwa

(
Φ̇w1 − cw4ve

)
,

(84)

u4 = KGkEωf +
RM

km

τFR4 +
JwKGRM

km

(
Φ̇w2 − cw5ωe

)
. (85)

With these control laws, the CLF derivative is:

Ẇ1 ≤ −xeσ (xe) −
cw1

2cw2
θ2
e −

1

2cw1cw2
z2 − cw4v

2
e − cw5ω

2
e ≤ 0. (86)

Therefore, if cw4, cw5 > 0, the asymptotic stability that was originally
obtained by the kinematic controller is preserved for the overall closed
loop system.

4.3 Traction Force Distribution

A specific global traction force
−−→
FDG is required to support the velocity

during the movement. Because of the proposed robot configuration, there
is possibility to distribute this global traction force

−−→
FDG between the three

wheels: −−→
FDG =

−−→
FD1 +

−−→
FD2 +

−−→
FD3. (87)

Then, the objective in this subsection is to present a new control algorithm
that distributes the global traction force between the wheels and prevents
the chances of sliding. For a proper understanding of this algorithm, it is
necessary to be familiar with static friction and sliding friction concepts.

If a torque is applied at a wheel that is not in contact with a surface, no
translational movement is obtained, and subsequently, the wheel spins but
it does not roll. If the wheel is in contact with a surface, the applied torque
also tries to rotate the wheel. However, as the wheel is now in contact with
a surface, a force of friction (static or sliding) appears between the outer
edge of the wheel and the surface. This force, applied at the outer edge
of the wheel, has a forward direction and generates a translation. On the
other hand, the force of friction is limited. Then, if we start to increase the
torque applied to the axle of the wheel, there is a limit torque value when
the force of friction that appears at the outer edge of the wheel is equal to
the maximum possible force of friction. If the torque applied to the axle of
the wheel is smaller than the limit torque, a static friction force appears
in the point of contact with the surface generating a translation without
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slipping. This static friction force is known as traction force. When the
condition of rolling without slipping is fulfilled, the rotational movement
is related with the translational movement as follows:

V = ϕ̇rw, (88)

where V is the linear velocity in the center of the wheel, ϕ̇ is the angular
velocity and rw is the radius of the wheel.

If the torque applied to the axle of the wheel is increased more than
the limit torque, the force of friction cannot prevent the slipping and the
wheel begins to move with rotation and sliding. Then, if there is sliding,
V 6= ϕ̇rw.

Summarizing, if the torque applied to the wheel results in a force that
is less than the resistive force of friction at the ground, the wheel will roll
forward without slipping. If the torque is large enough to overcome the
static force of friction, the wheel will slip. In this case, the wheel still moves
forward, since the force of friction is now sliding friction. Nevertheless,
note that the sliding force of friction is less than the static force. Thus,
spinning the wheels is not an efficient way to move forward.

Taking into account that the environment of the desired application for
our wheeled mobile robot has a small coefficient of static friction, it will
be challenging to advance forward by rolling. Moreover, the control of the
direction and velocity of the wheeled mobile robot will be a critical task.
To overcome these difficulties, we propose a load torque distribution that
is based on the idea that a load torque is proportional to a limit load
torque on each wheel:

τap1

Tap1
=

τap2

Tap2
=

τap3

Tap3
, (89)

where τap1, τap2, τap3 are the load torques applied at the wheels, and Tap1,
Tap2, Tap3 are the limit load torques.

It was explained above that when the motor performs a torque greater
than the maximum static friction force, the wheel slips and does not
move forward efficiently. Then, the “maximum possible load torque” of
each motor is connected with the maximum possible force of static friction
and it is the torque magnitude from which the sliding conditions begin. If
some normal force sensors are installed for each wheel, the real maximum
load torque can be calculated using the equation:

Tri = Niµrw, ∀i, i = 1 − 3, (90)
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where N is the normal force and µ is the coefficient of static friction.
Because of the risk of operating too close to the real maximum load
torque, a safety margin has been imposed for the wheeled mobile robot
by defining a limit load torque Tapi smaller than the real maximum load
torque Tri.

Thus, the proposed tracking algorithm controls the traction motors
load torques of the rear wheels in such a way that the magnitude of
the load torque measured from the front wheel is used to minimize the
following error function (see Fig. 4):

τei = τapi − τap1 ·
Tapi

Tap1
∀i, i = 2 − 3, (91)

where τapi is the load torque on the wheel i, and Tapi is the maximum
possible load torque on the wheel i.

1ap

ControllerController

2 1
/ap apT T

2

1

1

ap

ap

ap

T

T

3

1

1

ap
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T2ap 3ap2
u

3
u

3 1
/ap apT T

Fig. 4. Traction force distribution.

The ratio
Tapi

Tap1
is defined as a traction force distribution coefficient λi.

The magnitude of this coefficient λi, is related with the distribution of
normal forces. Remember that in the subsection 4.2, λw2 and λw3 let us
model the traction forces applied at the rear wheels as some percent of the
traction force applied at the front wheel. Thus, it was viable to derive the
feedback control law for u1, but taking into account the effects of u2 and
u3. Now, it is desirable to design control laws for u2 and u3 that guarantee
asymptotic tracking of the reference load torques defined by the traction
force distribution algorithm. Since the wheeled mobile robot motion is
a quasi-static process, the load torques are approximately equal to the
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internal motor torques. In the same way, the internal motor torques are
proportional to the armature currents. Therefore, in order to simplify the
design of the control laws for u2 and u3 and facilitate the experimental
evaluation, it is preferable to work with the currents I1, I2, and I3, instead
of the applied torques τap1, τap2, τap3. The tracking errors are then given
by:

e2 = I2 − λw2I1, (92)

e3 = I3 − λw3I1. (93)

Before to state the derivatives of (92) and (93), it is convenient to find
out the relationship between the linear velocity of the reference point, vc,
and the angular velocities of the the rear wheels’ rotors, ϕ̇2 and ϕ̇3. The
relationship between the linear velocities projections of the center of the
rear wheels and the angular velocities of their motors are given by:

ẋi =
rw

KG

ϕ̇i cos (θ) , ∀i, i = 2, 3 (94)

ẏi =
rw

KG

ϕ̇i sin (θ) , ∀i, i = 2, 3. (95)

Combining equations (5), (6), (15), (16), (94) and (95), the next equalities
are obtained:

vc cos (θ) − da

2
θ̇ cos (θ) =

rw

KG

ϕ̇2 cos (θ) ,

vc sin (θ) − da

2
θ̇ sin (θ) =

rw

KG

ϕ̇2 sin (θ) ,

(96)

cos (θ) +
da

2
θ̇ cos (θ) =

rw

KG

ϕ̇2 cos (θ) ,

vc sin (θ) +
da

2
θ̇ sin (θ) =

rw

KG

ϕ̇2 sin (θ) .

(97)

From these equalities, it can be found that:

ϕ̇2 =
KG

rw

(
1 − da tan (φ)

2lw

)
vc, (98)

ϕ̇3 =
KG

rw

(
1 +

da tan (φ)

2lw

)
vc. (99)

Now, the derivatives of (92) and (93) can be stated as follows:
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ė2 =
1

lw

[
u2 − λw2u1 − RMe2 +

kEKGvc

rw

(
λw2

cos (φ)
− 1 + ζ

)]
(100)

ė3 =
1

lw

[
u3 − λw3u1 − RMe3 +

kEKGvc

rw

(
λw3

cos (φ)
− 1 − ζ

)]
(101)

where

ζ =
da tan (φ)

2lw
(102)

Taking:

W2 = W1 +
lw
2

(
e2
2 + e2

3

)

=
1

2

(
x2

e + y2
e +

1

cw2
θ2
e + z2 + v2

e + ω2
e + lwe2

2 + lwe2
3

) (103)

as a positive definite proper Lyapunov function candidate for the system
(69, 100, 101), and choosing:

u2 = λw2u1 −
kEKGvc

rw

(
λw2

cos (φ)
− 1 +

da tan (φ)

2lw

)
− cw6e2, (104)

u3 = λw3u1 −
kEKGvc

rw

(
λw3

cos (φ)
− 1 − da tan (φ)

2lw

)
− cw7e3, (105)

yields:

Ẇ2 ≤ −xeσ (xe) −
cw1

2cw2
θ2
e −

1

2cw1cw2
z2 − cw4v

2
e − cw5ω

2
e

− (RM + cw6) e2
2 − (RM + cw7) e2

3 ≤ 0,

(106)

where cw6, cw7 > 0. This implies asymptotical stability according to Lya-
punov stability theorem.

Remark 3. Notice that the main tasks of the proposed traction force dis-
tribution algorithm are to define the proper reference load torque for each
rear wheel and to guarantee their asymptotic tracking.

Remark 4. To prevent an excess of traction force that can produce slip-
page during the robot movement, the control algorithm verifies that the
traction motor load torque applied to each wheel does not exceed its cor-
responding limit load torque Tapi. However, the situation is very peculiar.
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While the traction motor load torques τapi remain within certain limits,
the voltages applied to the traction motors can be modified by the velocity
control for front wheel and by the force control for rear wheels. However,
when one of the traction motor load torques τapi starts to be equal to the
limit magnitude, it is necessary to hold all motor voltages neglecting the
conditions established by the velocity control and force control for front
and rear wheels, respectively. It is important to note, that even if control
system starts to increase voltage, it will not lead to a velocity increasing
but only to the occurrence of one or several wheels slippage. Therefore,
this voltage has to be held until the moment in which the voltage needed
to support the velocity is smaller than the needed voltage to support the
limit load torque. In assumption 4.1 we assumed that the forward refer-
ence velocity is bounded such that 0 < vmin

r ≤ vr (t) ≤ vmax
r . Then, to

avoid the loss of stability in the aforementioned situation, vmax
r has to be

selected according to the Tapi values.

5 Experimental Results

To validate the proposed method, a real time implementation of the con-
trol system was developed and numerous experimental trials were realized
using a prototype of the mobile robot (see Fig. 5). The prototype has three
identical wheels which are controlled by three identical DC motors. The
wheels have a radius of 0.05m. The front wheel is also steerable by an
additional DC motor. Table 1 shows the values of the motors’ parame-

0,56m

0,21m

Fig. 5. Wheeled mobile robot prototype.
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ters. The size of the mobile robot prototype is 0.65m length and 0.5m
width. Its mass is 36Kg in total and its moment of inertia around the
center of mass is 2Kg/m2. There are six permanent magnets of vana-
dium (50 × 50 × 50)mm installed in a rigid plate of aluminium that let
the robot climb along ferromagnetic surfaces (see Fig. 6). This plate is
mounted in the mobile robot’s platform in such a way that the distance
between the magnets and the ferromagnetic surface can be varied in par-
allel. The values of the remaining system parameters are given in Table 2.
The gains used for the state-feedback controllers (84), (104), (105) and
(85) are: c1 = c2 = 0.56, c3 = 7, c4 = 10, c5 = 3, c6 = c7 = 2.

Table 1. Parameters of the DC motors.

Parameters Values

MR 0.6

mk 0.0333 /Nm A

Ek 0.0425 /Vrad s

GK 246

1 2 3 4M M M MJ J J J 0.000011
2

/Kg m

(a) (b)

Fig. 6. (a) Wheeled mobile robot prototype climbing a ferromagnetic surface.
(b) Permanent magnets.
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Table 2. Parameters of the wheeled mobile robot prototype.

Parameters Values

wm 36Kg

wJ 2
2

/Kg m

ad 0.21 m

wl 0.56 m

wr 0.05m

0.1

In one experiment, the robot was programmed to move upon a hori-
zontal flat surface with vr (t) = 0.0262m/s, φr (t) = 0◦, and in such way
that the traction motor load torques of the rear wheels were equal to the
measured load torque from the front wheel. This means a traction force
distribution of 1 : 1 : 1. Fig. 7(a) and Fig. 7(b) show the time evolution
of xc and yc respectively. Fig. 7(c) and Fig. 7(d) illustrate the time evolu-
tion of θ and φ respectively. Fig. 7(e) displays the behavior of the velocity
while Fig. 7(f) shows the armature currents of the traction motors. Red
dotted lines represent the desired values and blue solid lines represent the
actual values. In this case the tracking performance is so satisfactory that
it is difficult to distinguish the controlled signals from the references ones.

In a second experiment, the robot was programmed to move in a
circular trajectory upon an inclined plane with vr (t) = 0.0305m/s,
φr (t) = 45◦ and with a traction force distribution of 1 : 1 : 1. Addi-
tionally, the robot had to move over two obstacles of about 1cm. Fig. 8
shows the same set of curves that were presented above. It is interesting
to remark that all the armature currents are practically equal while the
robot is turning. Most of the state variables exhibit an almost perfect
tracking of their reference values, excepting φ. Nevertheless, its tracking
error quickly drops to zero.

In the next experiment the robot was programmed to move upon an
inclined plane with vr (t) = 0.0436m/s and with a traction force distri-
bution of 1 : 0.9 : 0.7. Additionally, the robot had to move over two
obstacles. Fig. 9(a) and Fig. 9(b) show the time evolution of xc and yc

respectively. Fig. 9(c) and Fig. 9(d) illustrate the time evolution of θ and
φ respectively. Fig. 9(e) shows the desired velocity and the measured ve-
locity on the reference point Rp. Fig. 9(f) shows the armature currents
of the traction motors. Note the good tracking performance despite the
traction force distribution and the presence of obstacles.
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Fig. 7. Experimental tracking results with vr (t) = 0.0262m/s, φr (t) = 0◦ and
I2 = I3 = I1.
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Fig. 8. Experimental tracking results with vr (t) = 0.0305m/s, φr (t) = 45◦ and
I2 = I3 = I1.
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Fig. 9. Experimental tracking results with vr (t) = 0.0436m/s, φr (t) = 0◦,
I2 = 0.9I1 and I3 = 0.7I1.
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In the next experiment, the robot was programmed to move up along
a vertical wall with vr (t) = 0.0436m/s and with a traction force distri-
bution of 1 : 2.5 : 2.5. Additionally, the robot was charging a load of
10kg. Fig. 10(a) and Fig. 10(b) show the time evolution of xc and yc

respectively. Fig. 10(c) and Fig. 10(d) illustrate the time evolution of θ
and φ respectively. Fig. 10(e) shows the desired velocity, vr, the measured
velocity on the reference point, vc, and the measured linear velocities in
the center of each wheel. Fig. 10(f) shows the armature currents of the
traction motors.

In the next experiment, the robot was programmed again to move
up along a vertical wall with vr (t) = 0.0436m/s, with a traction force
distribution of 1 : 2.5 : 2.5, and charging a load of 10kg. Nevertheless, this
time the robot had to move over two obstacles of about 1cm. Fig. 11(a)
and Fig. 11(b) show the time evolution of xc and yc respectively. Fig. 11(c)
shows the desired velocity, vr, the measured velocity on the reference
point, vc, and the measured linear velocities in the center of each wheel.
Fig. 11(d) shows the armature currents of the traction motors. In this
case, a small effect of the obstacles is appraisable in the state variable yc.
However the tracking performance is satisfactory.

In the next experiment the robot was programmed to turn 25◦ to the
left upon a vertical ferromagnetic wall, with vr (t) = 0.04m/s and with a
traction force distribution of 1 : 2.5 : 1. Fig. 12(a) and Fig. 12(b) show
the time evolution of xc and yc respectively. Fig. 12(c) and Fig. 12(d)
illustrate the time evolution of θ and φ respectively. Fig. 12(e) shows the
desired velocity, vr, the measured velocity on the reference point, vc, and
the velocity on each wheel. Fig. 12(f) displays the armature currents on
the traction motors.

Fig. 13 shows the experimental results obtained when the wheeled mo-
bile robot is programmed to move upon a horizontal surface describing a
circular trajectory of radius 1.2009m with vr (t) = 0.04m/s, φr (t) = 0◦,
I2 = 2.5I1 and I3 = I1. The reference virtual mobile robot sets out from
point (xr (0) , yr (0) , θr (0)) =

(
−1.2009, 0,−π

2

)
. The actual robot starts

at point (xc (0) , yc (0) , θ (0)) =
(
−0.80, 0,−π

2

)
. This means that the ini-

tial error is (0.4009, 0, 0). Note that there is no path planning involved.
It is worth noticing that the tracking errors drop to zero, and therefore,
the state variables converge to the reference values.
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Fig. 10. Experimental tracking results with vr (t) = 0.0436m/s, φr (t) = 0◦ and
I2 = I3 = 2.5I1.
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Fig. 11. Experimental tracking results with vr (t) = 0.0436m/s, φr (t) = 0◦,
I2 = I3 = 2.5I1 and the presence of two obstacles.

Lastly, Fig. 14 shows the dynamic tracking performance of the wheeled
mobile robot in the x − y plane for different initial conditions. The ro-
bot was programmed to move upon a horizontal surface with vr (t) =
0.04m/s, φr (t) = 25◦ and with a a traction force distribution of 1 : 1 : 1.
Initially the robot is at (xr (0) , yr (0) , θr (0)) =

(
−1.2009, 0,−π

2

)
. In Fig.

14(a) the robot starts at point (xc (0) , yc (0) , θ (0)) = (−0.80,−0.2,−π
2 ).

This means that the initial error is (0.4009,−0.2, 0). In Fig. 14(b) the
robot starts at point (xc (0) , yc (0) , θ (0)) =

(
−0.80, 0.5,−π

2

)
. There-

fore, the initial error is (0.4009, 0.5, 0). In Fig. 14(c) the robot starts
at point (xc (0) , yc (0) , θ (0)) =

(
−1.5, 0.3,−π

2

)
. This means that the

initial error is (−0.2991, 0.3, 0). In Fig. 14(d) the robot starts at point
(xc (0) , yc (0) , θ (0)) =

(
−1.2009,−0.5,−π

2

)
.
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Fig. 12. Experimental tracking results with vr (t) = 0.04m/s, φr (t) = 25◦,
I2 = 2.5I1 and I3 = I1.
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Fig. 13. Experimental tracking results with vr (t) = 0.04m/s, φr (t) = 25◦,
I2 = 2.5I1 and I3 = I1.
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Fig. 14. Experimental tracking results with vr (t) = 0.04m/s, φr (t) = 25◦ and
I2 = I3 = I1 for different initial conditions.

Then, the initial error is (0,−0.5, 0). All the presented experimental
results demonstrate that the control objectives were achieved.

Once the feasibility and satisfactory performance of the control laws
were experimentally confirmed, we proceeded to design and manufac-
ture a second prototype. This new prototype, displayed in Fig. 15-16 was
equipped with the proper tools for the cleaning tasks (see Fig. 17).

A Supervisor Station comprised all the required elements for the re-
mote control and supervision of all the AURORA functions. It was built
around a COMPAQ workstation. All software was written in Visual C++,
with an important number of libraries (Armada et al., 2002). Fig. 18(a)
illustrates some windows of the Human Machine Interface. A simulation
environment was also implemented to allow the operator of the Aurora
system to plan, verify, supervise and follow-up shipside cleaning tasks. A
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Fig. 15. Cleaning robot design.

Fig. 16. Second prototype of the cleaning robot.

virtual model of the ship and cleaning device was used to visualize all
stages in the process (see Fig. 18(b)).

6 Conclusions

AURORA, the European Project N◦ : GRD1−1999−11153 and GRD3−
2001 − 60056, Contract N◦ : G3RD − CT − 2000 − 00246, was aiming to



Underwater climbing robot for ships’ hull cleaning 191

Fig. 17. Cleaning tools of the robot.

   (a)                                                     (b)

Fig. 18. (a) User interfaces for automatic operation. (b) AURORA simulator.
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provide an eco-efficient, economical, practical and safe solution to the un-
derwater ship hull cleaning of sea adherences. The main technical achieve-
ment of the project was the design and control of a robot that is able to
clean sea adherences from the outside surface of a ship (the ship hull
surface mostly exposed to the sea water). Thus, the solution implies a
non-classically actuated robot’s configuration that increases the maxi-
mum possible global traction force and a controller that tracks the refer-
ence position and the reference velocity, and at the same time, distributes
the traction force between the wheels in such a way that their sliding is
avoided. This control method is composed of three steps. Firstly, feedback
velocity control inputs are designed for the kinematic system to solve the
nonholonomic problem and to make the position error asymptotically sta-
ble. Secondly, state-feedback controllers are derived such that the mobile
robot’s velocities converge to the given velocity inputs. Thirdly, a traction
force distribution algorithm that calculates the proper reference signals
for each rear wheel is included and the feedback tracking control laws
are finally completed. The effectiveness and applicability of the proposed
methodology have been confirmed by experimental results. In every situ-
ation, it was possible to distribute the traction forces between the wheels
while the required position and velocity were supported. A significant in-
creasing in the maximum possible traction force without sliding of the
wheels was achieved. Therefore, the proposed configuration demonstrate
to be quite useful for surfaces with small coefficient of static friction and
in situations where a big resistance of the working process is present.

Acknowledgements

The authors would like to acknowledge the support of the European
Commission, who funded this research in the frame of Competitive and
Sustainable Growth Programme Project GRD1-1999-11153 ”Auxiliary
Climbing Robot for Underwater Ship Hull Cleaning of Sea Adherence
and Surveying - AURORA”. ).

The authors would also like to acknowledge the financial support from
Ministry of Science and Technology of Spain (Project “Theory of optimal
dual drives for automation and robotics”) and from Ministry of Culture
and Education of Spain (Fellowship F.P.U.). Also authors would like to ex-
tend the acknowledgement to the CICYT (Ministry of Education) for the
funding of AUTOMAR Network and to Consejeŕıa de Educación (Comu-
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CHAPTER 9 

Constructing photo-mosaics to assist UUV navi-
gation and station-keeping 

R. GARCIA, X. CUFI, P. RIDAO and M. CARRERAS 

Computer Vision and Robotics Group, Institute of Informatics and Appli-
cations, University of Girona, Spain, 
{rafa,xcuf,pere,marcc}@eia.udg.es 

This paper describes a system to build photo-mosaics generated from the 
images of a downward-looking camera. An Unmanned Underwater Vehi-
cle (UUV) carries the camera, and the images of the ocean floor are used 
to construct a visual mosaic of the surveyed area. As the photo-mosaic is 
being constructed, it is simultaneously used as a visual map for vehicle po-
sitioning. The proposed system is divided into two modules: the mosaic 
supervisor and the mosaic engine. The nature of the motion performed by 
the vehicle is taken into account by the supervisor, which takes the perti-
nent actions necessary to assist the engine in the image registration phase. 
These actions consist in deciding which two images are best suited to be 
passed to the mosaic engine to better estimate the motion of the vehicle. 
The two images are then transferred to the engine along with an “a priori” 
estimate of the vehicle motion. This estimation is obtained from the data 
fusion of the available on-board sensors. Image registration is carried out 
by detecting the most prominent features in one of the images and finding 
their correspondences in the other through textural-aided correlation. A 
planar transformation then relates the images to a common mosaic frame 
enabling the construction of a composite image with the frames of the se-
quence which have been selected by the mosaic supervisor. Finally, a pro-
cedure to obtain the 3D motion of the vehicle is described. Keywords: 
Photo-mosaicking, Underwater Imaging, AUV Navigation. 
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1 Introduction 

Over the past few years, visual mosaics have greatly advanced as a tool for 
undersea exploration and navigation. Unmanned Underwater Vehicles 
(UUVs), be autonomous or teleoperated, frequently incorporate video 
cameras to provide visual information to the scientists or robot operators. 
These cameras can be arranged in such a way that they look downwards to 
the ocean floor. This enables the construction of photo-mosaics of the un-
derwater terrain. Two main applications are derived from these visual mo-
saics. On the one hand, they can be used by marine biologists and oceanic 
engineers to gain a global perspective of the site of interest (Singh, 1998; 
Eustice, 2000). In this case, no real-time processing is necessary since off-
line construction of the mosaic should be enough, providing that the mo-
saic covers the surveyed area without any visual gaps. On the other hand, a 
down-looking camera provides rich visual information, under favorable 
visibility conditions, which can be used for vehicle localization, station-
keeping, mapping and navigation. Several strategies have been presented 
in the literature to recover the vehicle motion by means of photo-mosaics.  

A straight forward solution to construct a visual mosaic is based on 
processing every pair of consecutive images of the sequence, obtaining the 
incremental motion parameters which describe the motion of the camera 
with respect to its previous position (Gracias, 1998; Garcia, 2001a). These 
incremental measures can then be integrated to obtain global position es-
timates. Unfortunately, every incremental measure introduces a small bias 
which accumulates over the sequence.  

Some alternatives have been presented to reduce the accumulated drift 
in the construction of the mosaic. Marks et al. (Marks, 1994b; Marks, 
1995) proposed to add a new image to the photo-mosaic only if its over-
lapping region with the previously added image was smaller than a given 
threshold. This methodology leads to a smaller amount of images compos-
ing the mosaic in relation to the mapped area. Therefore, less drift is ac-
cumulated, but camera rotation and scaling should be small to enable mo-
tion estimation between both images.  

A different solution was adopted by Gracias and Santos-Victor by first 
applying their consecutive-image strategy (Gracias, 1998; 2000), and then 
reducing the accumulated error by detecting areas of image overlap in non-
consecutive images (Gracias, 2001). Next, point correspondences are 
searched in these images, and a new refined motion estimation is obtained. 
Once the whole photo-mosaic has been constructed, a global non-linear 
optimization is performed to further reduce image alignment errors using a 
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more general motion model. The only drawback of this technique would 
be its high computational cost.  

Negahdaripour et al. proposed in (Negahdaripour, 2002) to use a con-
stant parameter L governing the actualization rate of the mosaic. In this 
way, the mosaic is only updated with a new image every L frames. When 
an image is selected to actualize the mosaic, a first estimation of the loca-
tion of the image in the mosaic is computed through the registration of this 
image with the previous one. Then, an image is extracted from the mosaic 
in the estimated location and refined motion estimation is computed, thus 
reducing the accumulated error.  

Trucco et al. (Trucco, 2000a; Trucco, 2000b; Lots, 2001) proposed an-
other strategy which consisted in selecting a base image, and then estimat-
ing the motion of some image features over the sequence for as long as 
possible. When the tracked features are out of the field of vision of the 
camera, a new base image and new features have to be selected. Again, 
sources of error are minimized by detecting motion between non-
consecutive overlapping images.  

When performing a mission, the submersible follows an arbitrary path, 
which, may occasionally cross over itself. In this situation new information 
is also available, and the system can readjust the error margin associated to 
the position of the vehicle. Fleischer et al. (Fleischer, 1996; Fleischer, 
1997) proposed to exploit the additional information gained when the ve-
hicle path crosses itself by applying an iterative smoother-follower filter to 
optimally realign the chain of images composing the mosaic in the looping 
path.  

Finally, Roman and Singh presented a strategy which involves the use 
of high-resolution acoustic navigation data for error estimation in the con-
struction of photo-mosaics (Roman, 2001; Whitcomb, 1999). Although this 
work aimed to illustrate the existing distortions in apparently correct 
photo-mosaics, it introduces the subject of considering sensors other than 
vision to obtain a new source of measurement, which could later be used to 
improve image alignment. 

Some of the previously described techniques (e.g. (Negahdaripour, 
2002; Gracias, 2000; Fleischer, 1996)) implicitly exploit the advantages of 
Concurrent Mapping and Localization (CML) strategies (Smith, 1997). 
When applying a CML methodology, the constructed photo-mosaic pro-
vides supplementary information about the vehicle motion in addition to 
the data extracted by processing the individual images which are acquired 
by the camera. In this way, the propagation of errors in local measure-
ments can be bounded. Moreover, CML enables the construction of a 
photo-mosaic while the vehicle simultaneously localizes itself on this 
photo-mosaic map, and it is done by using only relative observations. 
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Apart from the methodology to reduce the accumulation of incremental 
misalignments, photo-mosaicking systems can be further classified de-
pending on the technique they use to detect motion between the video im-
ages. The two main approaches could be divided in feature-based and fea-
tureless methods. The first detect features in one image, and these features 
are then matched in subsequent images (e.g. (Gracias, 1998; Trucco, 
2000a;  Garcia, 2001a; Marks, 1995)). However, matching these features is 
a difficult task in underwater images. The latter approach is based on 
minimizing the sum of the squared intensity errors over all corresponding 
pairs of pixels (Eustice, 2000) or applying differential techniques to esti-
mate motion at each pixel of the image, producing a dense flow field. An 
evolution of flow methods can be found in the direct method for motion 
estimation (Negahdaripour, 1998j, 1998e, 1999), which allows the estima-
tion of 3D motion directly from spatio-temporal image gradient, without 
the need of any intermediate measure. However, the differential nature of 
flow methods requires a high frame rate and negligible changes between 
consecutive frames. This inconvenience is normally undertaken by intro-
ducing a multi-resolution pyramidal scheme. Among featureless methods, 
a third approach could be considered, based on the detection of motion in 
the frequential domain (Rzhanov, 2000). Although frequential techniques 
have been less present in the literature, it may lead to satisfactory results as 
shown by Rzhanov et al. in (Rzhanov, 2000). 

In addition, the use of photo-mosaicking systems has to face many other 
problems. These systems can only be used when the vehicle is performing 
tasks near the ocean floor and require a reasonable visibility in the working 
area. Moreover, most photo-mosaicking systems take for granted that the 
underwater terrain is planar. This hypothesis can be relaxed in the sense 
that the differences in depth of the seabed are assumed to be negligible 
with respect to the average distance from the camera to the seabed. Work 
is being carried out to find adequate solutions to cope with this limitation 
(Garcia, 2001b; Howland, 2000).  

In this paper we propose a feature-based approach to construct photo-
mosaics of the ocean floor which follows the methodology of Concurrent 
Mapping and Localization. We upgrade our earlier work (Garcia, 2001a; 
Garcia, 2000; Garcia, 2001d) by improving the motion estimation method-
ology. The photo-mosaic image is taken into account as the vehicle 
evolves by selecting a reference image extracted from the photo-mosaic. 
Our technique to select the reference image could be considered a mixture 
of: 1) the extraction of an image, warped from the mosaic, proposed by 
Negahdaripour et al. in (Negahdaripour, 1999), and 2) the fixed-distance 
interval presented by Marks et al. in (Marks, 1995) to add a new image to 
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the mosaic. Moreover, we revisit the use of textural parameters to solve the 
correspondence problem in underwater images (Garcia, 2001c). 

This paper is organized as follows. First, an overview of the proposed 
methodology for constructing visual mosaics is outlined. Then, section 3 
describes the core of our system: the mosaic engine. The engine is con-
trolled by the mosaic supervisor, which is described in section 4. In section 
5, the experimental results with real underwater sequences are presented. 
In order to evaluate the accuracy of the photo-mosaicking system, some 
experiments based on a laboratory setup are also reported.  Some conclud-
ing remarks are summarized in section 6, and the last section presents the 
future directions of our work. 

2 Overview 

Our proposal of a photo-mosaicking methodology is divided into two main 
blocks, namely: mosaic supervisor and mosaic engine.  The mosaic super-
visor keeps the state of the mosaicking system and makes decisions ac-
cording to this state. It takes into account the readings of on-board sensors, 
analyses how the vehicle is moving and generates the pertinent orders for 
the mosaic engine. The interface between both blocks is shown in Figure 
1. The supervisor module is responsible of the mosaic data structure, that 
is, updating the photo-mosaic image (Im), and providing the engine with 
the two images which have to be registered. One of these images is the 
current frame acquired by the camera (Ic). The second one is a reference 
image (Ir) which has been extracted from the photo-mosaic. Along with 
these images the engine provides an initial estimate of the apparent motion 
between them. This initial estimate of the apparent motion is materialized 
in the form of the “a priori” estimation matrix r

c′H . This matrix can be 
computed from the data provided by the on-board sensors (e.g. altimeter 
sonar, compass, Doppler Velocity Log, Inertial Navigation System, incli-
nometer, etc.). If on-board sensor information is not available, the supervi-
sor generates r

c′H  based on the vision system. The output of the mosaic 
engine is another matrix, r

cH , which provides a refinement of the initial 
motion estimation and its associated uncertainty. The engine is controlled 
by the mosaic supervisor. Therefore, it is only executed when the supervi-
sor requires an iteration of the engine, providing a matrix r

cH  which de-
scribes the planar motion between images Ic and Ir. 
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Fig. 1. Dataflow exchanged by the mosaic supervisor and the mosaic engine. 

It should be noted that the description of how the sensor fusion module 
generates the estimation matrix and its associated covariance beyond the 
scope of this paper. We will just mention that this sensor fusion operation 
is performed within the frame of a Kalman filter, and the characterization 
and identification of the behavior of every sensor is a topic on its own. At 
the moment, we have only used the measures provided by an altimeter so-
nar and a compass so far, although we plan to add a DVL in the near fu-
ture. The present paper is focused on which decisions are taken by the mo-
saic supervisor upon the information provided by the “a priori” matrix, 
and how the mosaic engine performs image processing to construct a 
photo-mosaic, while the vehicle simultaneously localizes itself in the 
photo-mosaic. 

Our approach can be classified as a feature-based mosaicking system, 
since the engine uses point features to solve the correspondence problem 
between images Ic and Ir. The operations performed by the supervisor can 
be further divided, as illustrated in Figure 2. First, image Ic is acquired by 
the camera, and lighting inhomogeneities are compensated through local 
equalization. Then, a correction of the geometric distortion caused by the 
lens and the interface of the camera housing is performed. The next step 
consists of selecting image Ir to be passed jointly with image Ic to the en-
gine. Finally, matrix r

c′H  is computed and the mosaic engine is told to 
execute. The engine then begins its execution by detecting interest points 
in image Ic, and matches their correspondences in image Ir. Next, the sys-
tem identifies the points which describe the dominant motion of the image 
by means of a robust outlier-detection algorithm. Once the pairs of features 
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describing the dominant motion have been selected, a 2D projective trans-
formation matrix relating the coordinates of both images is computed. 
When the engine completes its execution, it provides matrix r

cH  and the 
control is given back to the mosaic supervisor. The mosaic supervisor then 
decides whether image Ic should be merged with the composite photo-
mosaic image or, on the contrary, should only be taken into account to up-
date the positioning estimation of the vehicle. Finally, absolute 3D position 
estimates are obtained by fusing the information provided by an altimeter 
sonar and that of the photo-mosaic. 
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Fig. 2. Block diagram of the proposed mosaicking system. 
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3 Mosaic Engine 

3.1 Selection of Interest Points 

The goal of our interest point detector is to find stable features in the im-
age, i.e. scene features which can be reliably found when the camera 
moves from one location to another and lighting conditions of the scene 
change somewhat. The strategy which has been used to detect these inter-
est points is based on the use of a corner detector. This corner detector 
finds areas of high variation of the image gradient by using first-order im-
age derivative approximations (Harris, 1988; Kitchen, 82). Normally, small 
windows containing high frequencies are quite adequate since they are lo-
cated in the border of different image textures. For this reason, our interest 
point detector searches for small zones presenting high spatial gradient in-
formation in more than one direction. To do this, the image is convolved 
with two high-pass directional filters, obtaining the image gradient in the x 
and y directions, that is Ix and Iy. Then, in order to find the areas with the 
highest gradient in both x and y directions, we follow the same strategy 
proposed by some corner detectors (Harris, 1988) or feature trackers (Shi, 
1994), consisting of computing the point-to-point product of images Ix and 
Iy in all their combinations. The resulting images (Jx = Ix Ix, Jy = Iy Iy and Jxy 
= Ix Iy) are then smoothed with a 3×3 Gaussian mask. Finally, a “corner-
ness” measure based on the work of Harris and Stephens (Harris, 1988) is 
considered, as shown in equation (1). 

  2
x y

x y xy

J J
c

J J J
+

=
−

 (1) 

The “cornerness” is then computed for all the pixels of the image. High 
values of parameter c imply poor image gradient. On the contrary, as c gets 
smaller, the “cornerness” of this area augments. Next, for a considered 
neighborhood, any values which are not the minimum of the neighborhood 
are suppressed. This leads to a sparse map of interest points for each im-
age. Finally, since c provides a measure of the quality of the corner, a de-
scending sorting is performed. In this way, the algorithm is able to provide 
the best n interest points in the image. 
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3.2 Detection of Correspondences 

Once the interest points have been detected in image Ic, the next step con-
sists of finding their correspondences in the reference image Ir. Before 
searching for correspondences, both images are smoothed with a 3×3 
Gaussian mask. Given an interest point cm  in image Ic, a n×n region cen-
tered at this point is selected as a correlation window. This window is sub-
sampled so that only every qth pixel of the window is taken into account, 
reducing the processed pixels to a matrix m×m, where ( )( 1) 1m n q= − + .  

Next, a search window is defined in image Ir. This window is normally 
centered on the coordinates provided by the “a priori” motion estimation 
matrix r

c′H . The product ( )r c
c′H m  gives the position where the search 

window is centered. Then a correlation score (s) is computed for every 
point r m  of the search window (Zhang, 1994), located at coordinates 
( , )u v , as shown in equation (2). 
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in which ( 1) 2 ,a n q= −  Ic and Ir the current and reference images for 
which the motion is to be computed, 2 ( )Iσ  is the variance of the image 
computed in the correlation window (see equation (3)); and ( , )I x y  is the 
average of the correlation window in the image as shown in equation (4). 
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Equation (2) is normalized by substracting the mean and dividing by a 
factor which takes into account the dispersion of the gray levels in the con-
sidered regions. For this reason, this measurement of correlation is very 
adequate for underwater imaging, where lighting inhomogeneities are fre-
quent. Unfortunately, although equation (2) produces good results in ab-
sence of rotations, its reliability decreases as images Ic and Ir present a 
higher rotational component. On the other hand, it has been proved that the 
accuracy of subsampling the correlation window is practically the same as 
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using the full window1 (Giachetti, 2000). This is due to the strong correla-
tion in the gray level of neighboring pixels, producing smooth intensity 
variations, especially after a low-pass filtering. 

Given an interest point cm, its correspondence rm could be selected as 
the point which has obtained the highest correlation score. However, ex-
perimental work with underwater images has proved that in some cases the 
right correspondence is not the one with the highest score, although its 
score is normally among the best (Garcia, 2001c). Therefore, we select the 
set of matches { }1 2, ,  ... ,r r r

Lm m m  with a correlation score higher than a 

given threshold ξ  (that is ( , ) )c r
is ξ≥m m , and add them to a list of candi-

date correspondences of cm .  
Next, textural analysis is considered to select the correct matching rm 

among the L candidate correspondences. Textural analysis consists in 
characterizing the interest point and the L possible matches by means of a 
vector (v). This characterization vector encodes information about the local 
texture of a given interest point. To characterize the interest point, its 11 × 
11 neighborhood is subsampled by means of a 3 × 3 window without con-
sidering the coordinate where the interest point is located (see Figure 3). 
Then, texture is computed at every one of the eight selected locations. At 
every subsampled position, seven texture operators are computed. These 
texture operators are selected according to their ability to discriminate im-
age features in underwater images. An extensive study has been carried out 
in order to compare different texture operators (Ila, 05). We have imple-
mented and tested different configurations of some statistical-based texture 
operators, e.g. co-occurrence matrix (Haralick, 1973), energy filters (Laws, 
1980), local binary patterns (Ojala, 1996) and contrast features (Ojala, 
1999). Seven texture parameters were selected because of their excellent 
performance in helping to solve the correspondence problem, as well as 
their reasonable computational times. These operators are summarized in 
Table 1. For further information relating to why these textural operators 
were chosen see (Ila, 05). 

Therefore, characterization vector v computes 7 textural values of every 
selected location around the interest point, giving rise to a vector of 56 tex-
tural values. This vector encodes not only the texture of the neighborhood 
of the interest point, but also information about the spatial distribution of 
the neighboring textures. It should be noted that interest points are nor-
mally located at the boundaries of regions with different textures. For this 

                                                      
1 Our default parameters are m=21, q=2 and 0.75ξ = . 
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reason, the texture of the interest point itself is not computed since quite 
probably different textures will be merged in this area. 

 

Fig. 3. Subsampling the 11 × 11 neighborhood of a feature. Textural operators are 
applied uniquely at the gray-level positions (and their corresponding neighbor-

hoods). The computed texture is used to characterize the feature. 

Table 1. Textural operators Selected to solve the correspondence problem. 

Operator Statistical Measure 

L3L3 Energy 3×3 Standard Deviation 

E3E3 Energy 3×3 Positive Mean 

E3E3 Energy 3×3 Negative Mean 

4×4 Co-Occurrence Matrix d=2, θ=45, 3×3 Entropy 

L5S5 Energy 3×3 Positive Mean 

E5S5 Energy 3×3 Negative Mean 

Contrast feature - 
 

Once a given interest point (cm) has been characterized by means of the 
corresponding vector (vc), its L possible correspondences are also charac-
terized in the same way. The point-to-point Euclidean distance is used as a 
similarity measure to compare the textural characterization vector of an in-
terest point cm ( )( )

1 2 56[ , ,..., ]c v v v=v  and that of every candidate matching 
rmj ( )

1 2 56( [ , ,..., ])r
j v v v′ ′ ′=v . However, before computing the Euclidean dis-

tance, the characterization vectors should be reparametrized, taking into 
account the minimum and maximum value of the vector in question. 

Consider ( )
1 2 56[ , ,..., ]c v v v=v  the characterization vector of point cm, and 

( )
1 2 56[ , ,..., ]c u u u=u  the same vector once reparametrized. Then: 
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where min min( )v = v  is the smaller value of vector v, and  max max( )v = v  is 
the maximum value of v. 

The Euclidean distance is then computed between the characterization 
vector of the interest point and that of every candidate match, as defined in 
equation (6).  
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d u u
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It should be noted that the reparametrization of a characterization vector 
does not take into account the distribution of its values. For this reason, it 
is convenient to weight the distances with the standard deviation σ , as de-
fined in equation (7). The higher the variability of the components of the 
vector, the higher the deviation and, therefore, distance should be weighted 
to be less relevant if it has to be compared with other distances. In order to 
compute this deviation we take into consideration both the elements of the 
characterization vector of the interest point ( )cu  and all the candidate cor-
respondences ( )r

ju  found by the region correlation algorithm. Therefore, 
the weighted distance wd  is computed as follows: 
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Further details of the above methodology can be found in (Ila, 2005). 
This operation has to be performed for all the candidate matches. Finally, 
among the L candidate correspondences, the one with the smallest distance 

wd  is selected as the correct match. 

3.3 Outlier Removal and Motion Estimation 

After the correspondences have been solved, a set of interest points in the 
current image Ic and their correspondences in the reference one Ir is ob-
tained. Our aim is now to recover the apparent motion of the camera from 
these features. This can be done by computing a 2D-transformation matrix 
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rHc which relates the coordinates of a feature in the current frame Ic with 
its coordinates in Ir, as indicated in equation (9). 

 

 r r c
i c i= ⋅m H m  or 
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31 32 33
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r c
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r c
i i

x h h h x
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h h h

    
    ≅ ⋅    
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where ( , ,1)c c c T
i i ix y=m  and  ( , ,1)r r r T

i i ix y=m  denote a correspondence 
point in images Ic and Ir, respectively; the symbol ~ indicates that the 
points are expressed in homogeneous coordinates; and ≅  expresses equal-
ity up to scale. The matrix rHc which performs this transformation is 
known as “homography” (Semple, 1952). This homography assumes a 
projective model describing the motion between both images. However, 
matrix rHc could also be defined by a simpler model (Hartley, 2000), de-
creasing the degrees of freedom (DOF) and, therefore, the number of pa-
rameters to estimate (see Table 2). Although experience with real video 
data acquired by UUVs indicates that better results are normally achieved 
with the simpler models, the most general model (projective) will be used 
next to illustrate the estimation of the unknowns of rHc. Since this matrix is 
defined up to scale, equation (9) can be written as follows: 
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where λ  is an arbitrary non-zero constant, and ( / , / )r r

i ix yλ λ  would be the 
Cartesian coordinates of r

im . 
Therefore, solving the homography of equation (10) involves the esti-

mation of 8 unknowns. By using inhomogeneous coordinates instead of the 
homogeneous coordinates of the points, and operating the terms, the pro-
jective transformation of equation (10) can be written as: 

 11 12 13 31 32

21 22 23 31 32

r c c r c r c
i i i i i i i

r c c r c r c
i i i i i i i

x h x h y h h x x h x y
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 (11) 

 
which, expressed in matricial form and considering n pairs point/matching, 
gives rise to a linear system: 
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Table 2. Motion models to describe a planar transformation. DOF: degrees of 
freedom. 

Model Homography Matrix Distortion 
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It can be seen that the unknown elements of the homography matrix rHc 
can be computed from equation (12) if 4 or more pairs of matchings are 
available. The 8 unknowns { }11 12 32, ,...,h h h can be found through Singular 
Value Decomposition (SVD).  Given that the accuracy of the estimated pa-
rameters also depends on the coordinate frame in which the points are ex-
pressed, the normalization strategy proposed on (Hartley, 1997) is carried 
out. This normalization consists in moving the origin of coordinates to the 
centroid of the set of points, and scaling the coordinates so that the average 
distance from any point to the origin is 2 .  

Instead of computing homography rHc from all the point/matching pairs, 
we apply first a robust estimation method, the Least Median of Squares 
(LMedS), to detect the false matches (known as outliers) which could still 
appear among the right correspondences. These “false” correspondences 
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could be in fact correctly matched points which describe a motion which is 
different from the dominant motion of the image (a moving fish, algae, 
etc.). The algorithm aims to find a matrix rHc which minimizes the median 
of the squared residuals errM  (Rousseeuw, 1987): 

 ( ) ( )( )2 2, , ,c c r r r c
err j r j j c jj

M med d d= +m H m m H m  (13) 

where cHr is the inverse of matrix rHc; and ( )2 ,c c r
j r jd m H m  is the square 

Euclidean distance from a point c
jm , defined on current image Ic, to the 

projection on the same image plane of its correspondence r
jm . Hence, the 

error residual errM  is defined by the distance of a point to the projection of 
its correspondence and vice versa, the distance from the correspondence to 
the point, considering the inverse homography cHr. 

Then, the LMedS algorithm consists of computing a candidate solution 
of matrix rHc based on a randomly chosen d-tuple from the data. Then es-
timate the fit of this solution to all the data, defined as the median of the 
squared residuals errM of equation (13). The amount of randomly chosen 
data d may vary depending on the motion model used in the mosaic. For 
instance, in the case of a general projective homography where 8 parame-
ters have to be estimated, d has a value of 4, while in the case of an affine 
homography only 6 parameters have to be found, reducing d to 3. 

LMedS has a breakdown point of 50%, i.e., the algorithm can tolerate 
up to 50% of outliers, but not more. In principle, all the d-tuples should be 
evaluated; in practice, a Monte Carlo technique is applied in which only a 
random sample of size k is considered (Rousseeuw, 1987). Assuming that 
the whole set of points may contain up to a fraction of ε  outliers, the 
probability that at least one of the k d-tuples consists of d “inliers” (correct 
data) is given by: 
 ( )1 1 (1 ) .

kdP ε= − − −  (14) 

Therefore, k can be found from 

 
( )
log(1 ) .

log 1 (1 )d

Pk
ε

−
=

− −
 (15) 

We have selected a probability P = 0.99, and assume a generous per-
centage of outliers of 40%, which is far beyond the actual number of out-
liers we will have. Sample size d depends on the motion model used to 
compute the homography. 

As noted in (Rousseeuw, 1987), the LMedS efficiency is poor in the 
presence of Gaussian noise, considering the efficiency of a method as the 
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ratio between the lowest achievable variance for the estimated parameters 
and the actual variance provided by the given method. To compensate for 
this deficiency, a weighted least-squares procedure is carried out. The ro-
bust standard deviation estimate ˆ( )σ  is obtained through (Rousseeuw, 
1987) 

 5ˆ 1.4826 1 ,errM
n d

σ  = + − 
 (16) 

where errM  is the minimal median as defined in equation (13). Once the 
robust standard deviation σ̂  is known, a weight can be assigned to each 
correspondence: 

 
2 2ˆ1   if (2.5 )

0   otherwise,
i

i
r

w
σ ≤

= 


 (17) 

in which 
 ( ) ( )2 2 2, , .c c r r r c

i i r i i c ir d d= +m H m m H m  (18) 

The pairs of interest point/correspondence having 0iw =  are considered 
outliers. Therefore, those points at a distance larger than 2.5 times the ro-
bust standard deviation are eliminated, and matrix r

cH  is recomputed 
through SVD with the remaining points. In this way, a new homography 
matrix r

cH  is robustly estimated. 

4 Mosaic Supervisor 

4.1 Lens Distortion Removal 

Correcting the distortion produced by the camera lenses and the ray dif-
fraction at the interfaces of the water-camera and air-camera housings re-
quires the estimation of a number of intrinsic camera parameters (Xu, 
1997). A simplification of the Faugeras-Toscani algorithm has been im-
plemented to correct only radial distortion, instead of performing full cam-
era calibration (Faugeras, 1986):  

 20 0
1

d d
u x

x x

x x x x
x k r c

k k
   − −

= + ⋅ ⋅ +   
   

 (19) 
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 20 0
1

d d
u y

y y

y y y yy k r c
k k

   − −
= + ⋅ ⋅ +      

   
 (20) 

in which ( , )u ux y  are the ideal undistorted coordinates of the measured dis-
torted point ( , )d dx y , and ( , )x yc c  are the coordinates of the center of the 
image. The parameters ,x yk k  are the scaling factors in the x and y direc-
tions, respectively. They account for differences on the image axes scaling. 
The principal point of the image is defined by 0 0( , )x y  and represents the 
coordinates of the projection of the optical center of the camera on the im-
age plane. 1k  is the first term of the radial correction series, and r  is the 
squared distance of ( , )d dx y  from the center of the image and accom-
plishes: 

 
22

0 0d d

x y

x x y yr
k k

  − −
= +        

 (21) 

Once these parameters are known, image correction for radial distortion 
can be computed (Garcia, 2001d). Figure 4 shows an image taken at our 
water tank of a metal plate before and after distortion removal. 

In our implementation, equations (19) and (20) are computed offline. 
Then, two Look Up Tables (LUT) are stored with the resulting values. At 
run time, the LUTs are addressed with the undistorted x and y coordinates 
and every LUT provides the distorted coordinate from which the gray-
level has to be taken. 

4.2 Lighting Compensation 

Our algorithms have been designed to withstand small changes in the 
scene illumination. However, compensation of the shading effects pro-
duces a better quality of the resulting mosaic. In most cases, the image 
might be bright in the center and decrease in brightness as one goes toward 
the edge of the field-of-view. Also, brightness of the scene changes as the 
vehicle moves. Some authors have proposed the use of local equalization 
to compensate for the effects of non-uniform lighting (Singh, 1998; Eus-
tica, 2000), darkening the center of the image and lighting the dark zones 
of the sides. Unfortunately, local equalization is very time consuming and 
therefore inadequate for real-time applications. Another common tech-
nique consists of applying homomorphic filtering using a logarithmic 
transformation of the images, then high-pass filtering for the resulting im-
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age, and finally taking the exponent to restore the image (Gonzalez, 1993). 
As in the previous case, this set of operations could slow down processing. 

On the other hand, the proposal of Rzhanov et al. (Rzhanov, 2000) for re-
moval of lighting inhomogeneities consisted of fitting a two-dimensional 
polynomial spline to every frame and then subtracting it from the image. 
This technique considers the lighting of the scene as an additive factor 
which should be subtracted. 

In our approach, we consider the image as a function of the product of 
the illumination and reflectance properties of a given scene, as described 
by equation (22). 

 

 
(a) 

 

 
(b) 

Fig. 4. Correction of lens distortion in underwater images (a) Image with consid-
erable lens distortion; (b) corrected image. A white line has been overlayed on 

the contour of the object. 
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 ( , ) ( , ) ( , )im illI x y I x y I x y= ⋅  (22) 

where Iim(x,y) is the image sensed by the camera, I(x,y) would be the 
ideal image under absence of shading and Iill(x,y) is the illumination multi-
plicative factor. We have deliberately ignored the gain and offset terms 
which could come from non-uniform camera sensitivity, since in an un-
derwater environment they can be neglected with respect to Iill(x,y). Nor-
mally, the lighting field due to light sources carried by the vehicle can be 
modeled as a smooth function. In order to model this non-uniform illumi-
nation, we compute a Gaussian-smoothed version of the captured image 
Iim(x,y). This smoothed image Is(x,y) is intended to be an estimate of how 
much the illumination field affects every pixel of the image. To obtain this 
effect, the smoothing has to be large compared to the size of the objects in 
the image2. Therefore, since illumination acts as a multiplicative factor in 
the image formation process, an estimate of ideal image I(x,y) can be ob-
tained through 

 ( , )( , )
( , )

im

s

I x yI x y
I x y

δ= ⋅  (23) 

where δ  is a constant which adjusts the overall image luminance. When 
we aim to construct mosaics in real time, the smoothed image is not com-
puted for every image of the sequence. It is only computed from the first 
frames, the result is averaged and then used in equation (23) for every new 
image, thus saving computational effort. 

4.3 Image Selection 

The selection of the two images Ic and Ir to be passed to the mosaic engine 
is one of the most important tasks of the supervisor. Ic(k) is the current im-
age acquired by the camera (at time instant k), while Ir(k−1) is the previous 
reference image which was extracted from the mosaic some iterations ear-
lier. From the execution of the algorithm at time k−1, the position, scale 
factor, and orientation of the previous images Ic(k−1) and Ir(k−1) is known 
with respect to the mosaic reference frame {Im}. 

A first estimate of the position and orientation of present image Ic(k)  
with respect to the photo-mosaic {Im} can be obtained from the sensor fu-
sion module. However, if on-board sensing is not available (or it is not 
enough to provide this information), a rough estimate is derived by having 
the mosaic engine compute the motion between the consecutive images 

                                                      
2 A typical value is 41×41 pixels. 
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Ic(k−1) and Ic(k). In order to alleviate the computations, this estimate can 
be computed from a subsampled version of both images. In this way, from 
the orientation and scaling of the previous image Ic(k−1), a first estimate of 
the position of Ic(k) in the mosaic reference frame {Im} is obtained (see 
Figure 5), and is described by matrix .m

c′H  

 
0

0

cos sin
sin cos ,
0 0 1

m
c

s s x
s s y

α α
α α

− 
 ′ =  
  

H  (24) 

where α  is the orientation of image Ic(k) with respect to {Im}, (x0, y0) 
represents its displacement, and s corresponds to its scale factor. 

Then, if the overlapping of images Ic(k) and Ir(k−1) is below a given 
threshold (normally 40% of the size of the image), the mosaic supervisor 
will select a new reference image Ir(k). The new reference image will be 
extracted from the mosaic image Im(k−1)  at the same position and orienta-
tion as that of the last image added to the mosaic Ic(k−1). If the overlap be-
tween images Ic(k) and Ir(k−1) is bigger than the threshold, the reference 
image will not change, i.e. Ir(k) = Ir(k−1). Once the reference image Ir(k) 
has been chosen, both Ir(k) and the current image Ic(k) could be passed to 
the mosaic engine. However, as described in the previous section, detec-
tion of matchings between images with different orientations is not possi-
ble with our mosaic engine. To overcome this limitation, image Ic(k) 
should be rotated so that its orientation be the same as in image Ir(k). In 
fact, image Ic(k) is not only rotated but also scaled by means of transforma-
tion matrix 1 ,C

cH  

 1

cos sin 0
sin cos 0 .
0 0 1

C
c

s s
s s

θ θ
θ θ

− 
 =  
  

H  (25) 

The orientation angle θ  can be computed since the orientation of image 
Ir(k) was already known, and scale factor s is selected as the scale initially 
estimated in m

c′H . Once transformation 1C
cH  has been found, we can 

compute the lacking translation components to create the rotated version 
(IC2(k)) of current image Ic(k). 

Image IC2(k) is computed as follows. First, the coordinates of points 
1

1 1( , )C x y , 1
2 2( , )C x y  and 1

3 3( , )C x y  illustrated in Figure 5 are estimated by 
applying 1C

cH  to the coordinates of the corners of image Ic: 
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( ) ( )
( ) ( )
( ) ( )

1 1
1 1

1 1
2 2

1 1
3 3

1 1 0 1

1 1 1 1

1 0 1 1

C T c TC
c

C T c TC
c

C T c TC
c

x y w

x y w h

x y h

 = ⋅ −
 = ⋅ − −


= ⋅ −

H

H

H

 (26) 

where w h×  is the size of image Ic(k). Next, the offset terms dx and dy, 
which explain the translation from the coordinate system {IC1} to the ori-
gin of coordinates of image IC2(k) (see Figure 6(b)).  

 1 2 3 1 2 3( , , )     if ( , , ) 0
0                         otherwise,x

min x x x min x x x
d

<
= 


  

  (27) 

 1 2 3 1 2 3( , , )     if ( , , ) 0
0                         otherwise,y

min y y y min y y y
d

<
= 


  

Once offset terms dx and dy have been computed, a transformation ma-
trix 2C

cH can obtained: 

 2

cos sin
sin cos .
0 0 1

x
C

c y

s s d
s s d

θ θ
θ θ

− − 
 = − 
  

H  (28) 

Ic

Ir

{Ic}

{Im}

{Ir}

{IC2}

{IC1}
θ

α

(   , )x y 3 3

(   , )x y 2 2

(   , )x y 1 1

 x0

y0

pi

 

Fig. 5. Warping of present image Ic and a reference image Ir. The present image is 
rotated so that its orientation matches that of Ir. 
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Matrix 2C
cH  is then used to construct image IC2(k) from the current im-

age Ic(k) (see figure 6). In fact, instead of passing image Ic(k) to the mosaic 
engine, it is provided with its rotated version IC2(k). Along with images 
IC2(k) and Ir(k), an “a priori” estimation 2

r
C′H  of the registration parame-

ters between both images must be passed to the engine. 
 

The last step consists in finding a matrix which relates a pixel of image 
IC2(k) with the same point in image Ir(k). 

 2
2

r r m c C
i m c C i= ⋅ ⋅ ⋅p H H H p , with ( ) 12

2 .c C
C c

−
=H H  (29) 

Then, matrix 2 2
r r m c

C m c C′ = ⋅ ⋅H H H H  is the estimation matrix which is 
passed to the mosaic engine module. This methodology has been designed 
to be used with a strategy of actualization of the photo-mosaic in which 
every new image only actualizes the mosaic on that areas that have not 
been updated before, as suggested in (Xu, 1999; Negahdaripour, 1996). In 
this way, the oldest information (and thus, the one with less accumulated 
drift) is used to estimate the position of the present image in the mosaic. 

 

{Ic}

{Ir} {Ir}

{ }IC2 {IC1}

image Ir image Ir

image IC2

θ

image Ic

pi

pipi

pi

 
 (a)  (b) 

Fig. 6.(a) Original images Ic as captured by the camera and reference image Ir. (b)
 The present image Ic is rotated and scaled to match the orientation and 

scaling of Ir, giving rise to image IC2. 
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When the overlapping is below the threshold, the new reference image in-
corporates pixels which may have been updated at different time intervals. 
Image Ir is not extracted from the photo-mosaic at every iteration of the al-
gorithm to give more weight to the visual information coming from earlier 
images. When a new reference image Ir has to be selected, i.e. when there 
is little overlap between Ic(k) and Ir(k−1), the new reference image Ir(k) is 
extracted from the mosaic at the orientation of the previously captured im-
age Ic(k−1). 

At this point, the control goes to the mosaic engine, which has images Ic 
and Ir, and an “a priori” estimation about the relative motion between both 
images. In the case where other information coming from the on-board 
sensors is available, this data can also be used.  

4.4 Image Warping and Mosaic Construction 

As soon as the best transformation r
cH  between current Ic(k) and reference 

Ir(k) frames has been found, the mosaic supervisor decides whether image 
Ic(k) should be warped with the photo-mosaic Im(k) or, on the contrary, 
should only be taken into account to update the positioning estimation of 
the vehicle. To take this decision, the supervisor tries to find out how 
much Ic(k) may contribute to the mosaic. Let A(k) be the overlapping area 
between images Ic(k) and Ir(k), and let A(k−i) be the overlapping between 
the last image which was warped to the mosaic Ic(k−i) and its correspond-
ing reference image Ir(k−i). Image Ic(k) will only  be added to the photo-
mosaic if its superposition A(k) with the reference image is smaller than 
the overlapping A(k−i) minus a given threshold. This methodology avoids 
the updating of the mosaic at every iteration of the algorithm when the ve-
hicle moves slowly, and ensures enough updating at normal navigation 
speed. If image Ic(k) is to be warped with the photo-mosaic, only the new 
areas which have not been updated before are actualized. 

According to our definition of matrix ,r
cH  given the homogeneous co-

ordinates of a point c
im  in image Ic, the product r c

c iH m  provides the co-
ordinates of this point ( )r

im  in image Ir. Therefore, it is necessary to find 
a transformation which maps the reference image with the mosaic frame. 
Normally, the coordinate system of the first image of the sequence (I0) is 
chosen as reference frame (plus a certain offset defined by 0

m H ), as shown 
in Figure 7. Then, the transformation matrix to warp the current image 
with the mosaic is given by:  
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 0
0 ,m m r

c r c=H H H H  (30) 

where 0
m H  is uniquely the initial translation. Every time a new reference 

image is extracted from the mosaic, its transformation matrix 0
rH has to be 

updated. 

4.5 3D Motion Estimation  

The aim of this phase is to estimate the position of the vehicle as the mo-
saic is being constructed, following the Concurrent Mapping and Localiza-
tion (CML) strategy. At this point, the 2D motion of the camera is known 
in pixels at every time instant as a similarity, affine or projective measure 
(rotation, translation, scaling, shear, etc.). With the aid of an ultrasonic al-
timeter, and the knowledge of the intrinsic parameters of the camera, 3D 
metric information about vehicle motion can be easily recovered. This is 
done in the following way. As the distortion produced by the camera 
lenses and the ray diffractions at the camera housing interfaces has been 
corrected in the first phase of the mosaicking process, the processed im-
ages could be considered an ideal projective projection of the ocean floor. 
That is, the camera behaves as a perfect pin-hole model, producing an ideal 
linear projection of the incident image rays, as illustrated in Figure 8.  
Moreover, the vehicle is considered to be stable in pitch and roll due to the 

Global
Reference 
frame Hc

r

H0
m

Hr
0

image I kr( )

image I kc( )

image I0

image I1

{Im}

 

Fig. 7. Mosaic common reference frame. The global registration matrix mHc 
transforms the image coordinates of any point in the current image Ic(k) to the 

mosaic image Im. 
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distribution of weight (since its center of mass is below its center of buoy-
ancy). 

Therefore, the metric measure Z provided by the altimeter, together with 
the knowledge of the camera focal length f, can be used to convert the mo-
tion estimation from the mosaic coordinate system {Im} (in pixels) to the 
earth reference system {E} (metric information). Applying the geometric 
law of the perspective relation (Kanatani, 1991), the following equation 
can be obtained: 

 d D
f Z

= , then .d ZD
f
⋅

=  (31) 

When the first image of the sequence is placed in the mosaic, the earth 
coordinate system {E} is aligned to the XY plane defined by this image, 
and the initial Z0 is measured from the altimeter. For every new image, the 
subsequent homographies provide a 2D estimation of the vehicle motion 
expressed in {Im}. A transformation matrix EHm can be computed, to con-
vert XY measures in pixels to their corresponding metric coordinates. 
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0 0 1

Z Z
f f

Z ZE
m f f

ω ω

ω ω

 −
 
 =
 
  

H ,  (32) 

where ω  explains the difference in orientation of the earth coordinate sys-
tem {E} with respect to {Im}. Normally, ω π=  as shown in Figure 8. The 
Z coordinate at time instant k is given by the altimeter sonar measure Zk, 
while (Xk,, Yk) are obtained by post-multiplying the coordinates of the cen-
tral of the current image point in cm  by (EHm

 mHc). 

5 Experimental Results 

Two different types of experiments are reported to test our mosaicking sys-
tem. Firstly, a robot arm carrying a camera (“eye-in-hand” configuration) 
has been used to scan a poster of the ocean floor. An accurate quantitative 
measurement of the accumulated error can be obtained by comparing the 
actual robot trajectory with respect to the trajectory estimated from the 
photo-mosaic. Secondly, several sea trials have been carried out, under real 
conditions, using a small UUV with a downward-looking camera. 
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5.1 Laboratory Setup 

The system consists of a robot arm carrying a downward-looking camera 
(see Figure 9) as well as a poster of the seabed located in the robot work-
space. The robot always keeps a configuration where the camera is ap-
proximately orthogonal to the poster.  The idea of the experiments consists 
on programming the robot to follow a trajectory and then sense the real tra-
jectory by means of the data provided by the robot controller. Neverthe-
less, since our robot controller does not provide very accurate information 
in estimating the position of the end-effector, we decided to estimate the 
position in the following way. First, we programmed the robot to follow a 
desired trajectory, replacing the seabed poster by a poster which contains a 
calibration pattern formed by black dots in a white background. While the 
end effector describes a trajectory over the calibration poster, a simple im-
age-processing algorithm is used to get the robot position. The algorithm 
obtains an initial estimation of the executed trajectory by interrogating the 
robot controller, and this estimate is refined by automatically detecting the 
black dots of the calibration pattern through the image sequence. Next, the 
pattern is substituted by a poster of the sea floor and the same trajectory is 
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Fig. 8. Motion estimation in Earth (metric) coordinates. The incremental motion 
d is obtained in pixels from the mosaic. Taking Z from the altimeter sensor, and 

knowing the camera focal length f, a measure D can be obtained in world coordi-
nates. 
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executed again. Since our robot arm has very good repeatability, both tra-
jectories can be considered to be the same. Now, the acquired image se-
quence is used as input to the mosaicking system. Assuming the first tra-
jectory is the real one, the correctness of the mosaic can be quantified. 
 

 
Fig. 9. Experimental setup. A robot arm carries a downward-looking camera and 

takes images of a poster simulating the sea floor. 
 

5.2 Laboratory Experiments 

A selected set of three different experiments is presented here, two follow-
ing a straight path and another one describing an oval trajectory.  

In the first experiment, a poster of an underwater pipe surrounded by 
small stones and some algae has been used. The robot path was chosen to 
follow the pipe. Figure 10(a) shows the final mosaic and Figures 11(a) and 
(b) illustrate the real vs. the estimated trajectory as well as the evolution of 
the drift error. Note that, as expected, the drift increases with time, al-
though it is kept fairly constant from images 11 to 17, with a small correc-
tion from frames 18 to 22. This correction is due to the occurrence of er-
rors in the opposite direction. 

Robot Arm

Camera
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 (a) (b) 

Fig. 10. Visual mosaics of a straight trajectory generated from the experimental 
setup. Both mosaics were created from a sequence of 39 images. 
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(a) 

 
(b) 

Fig. 11. Reconstruction of the straight trajectory computed from the mosaic in 
Figure 10(a). (a) Real trajectory (dashed-blue) versus estimated trajectory (green 
with markers). (b) drift evolution. Final drift is 27 pixels (1.9% of the total trajec-

tory). 
 

In the second experiment a poster of a typical underwater environment 
with big rocks was used. This image was taken at more depth, and light 
turns to the green frequency, decreasing the dynamic range of the image. 
The Figure 10(b) shows the computed mosaic, while Figures 12(a) and (b) 
show the real vs. the estimated trajectory as well as the evolution of the 
drift error. The trajectory estimated through the photo-mosaic follows the 
real one accurately, although it shortens the trajectory in the last part of the 
mosaic from frame 25 up to the end of the path. This demonstrates that al-
though some photo-mosaics may have good visual appearance, the esti-
mated trajectory may not be so correct. 
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(a) 

 
(b) 

Fig. 12. Reconstruction of the straight trajectory computed from the mosaic in 
Figure 10(b). (a) Real trajectory (dashed-blue) versus estimated trajectory (green 
with markers). (b) Drift evolution. Final drift is 19 pixels (1.3% of the total trajec-

tory). 
 

Finally, in the third experiment, the robot was programmed to follow an 
oval trajectory on the same poster used for the previous experiment. Figure 
13 shows the mosaic and Figures 14(a) and (b) show the real vs. estimated 
trajectory and the evolution of the drift error. It can be observed that the 
maximum drift occurs at the end of the path, being lower than a 1% of the 
total trajectory. We see that from images 76 to 92 the accumulative error 
produce a reduction of drift. However, from image 93 up to the end of the 
path, drift increases quite seriously. This proves that in the long term the 
measurements are uncorrelated, but there is a strong correlation in certain 
areas, as in the last part of this oval trajectory. 
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Fig. 13. Mosaic created from a sequence of 130 images. It starts and ends at the 
center left of the image. A small misalignment can be observed on the left. 
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5.3 Sea Trials 

The field tests reported in this paper have been performed in the coastal 
waters of Costa Brava, using the Unmanned  Underwater Vehicle URIS, 
developed at the Computer Vision and Robotics Group of the University of 
Girona. URIS is shown in Figure 15. To perform each experimental run, 
the pilot positions the vehicle through teleoperation at a suitable range 
above the seabed. Then, as the vehicle moves, the acquired images are sent 
to the surface through an umbilical tether, where they are either stored on a 
tape or processed in real time. Unfortunately, it is not possible to quantify 
the errors which are produced in real sea trials since the real trajectory 
cannot be recovered from any other sensors available in the UUV. All the 
trials were carried out during the months June-July 2001. 

 
(a) 

 
(b) 

Fig. 14. (a) Reconstructed trajectory from the photo-mosaic in Figure 13. Es-
timated (solid with markers) and real (dashed) trajectories followed by the robot 
arm; (b) Drift evolution of the trajectory. The final drift of 37 pixels supposes an 

error of 1% of the total path. 
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Fig. 15. URIS underwater vehicle. 

 

      
                    (a)                            (b)                                           (c) 

Fig. 16. Sample trajectories described by URIS at Costa Brava. These trajecto-
ries are from two different sea trials. (a) and (b) Color mosaics at the entrance of 

the harbor of Platja d’Aro; (c) Trajectory followed at the near the seacoast in 
Palamós. 
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Fig. 17. Simulation of station-keeping in teleoperated mode. Note how the ve-
hicle is able to estimate its position although the underwater relief presents strong 

variations in depth. 
In the first experiment the robot was teleoperated to follow a submerged 

chain (Figure 16(a)). At the beginning of the sequence the chain is at the 
range of the seabed, but, as the image sequence progresses, it moves up 
from the floor. It is possible to see how the underlying assumption of flat 
scene is violated. However, the vehicle path can be reconstructed from the 
mosaic without a major problem. Although point correspondences detected 
in the chain are correctly established, they describe an apparent motion 
which is different from the background seafloor points due to differences 
in range. For this reason the robust estimation algorithm detects them as 
outliers and the final motion estimation is visually correct. The affine mo-
tion model has been selected in this experiment. 

The second experiment shows a trajectory performed in a flat area of the 
sea floor which presents a slight descent (Figure 16(b)). The vehicle navi-
gates keeping a constant depth, thus augmenting its distance to the seafloor 
as the sequence progresses. The resulting photo-mosaic has been con-
structed by considering a projective model. It can be observed how the 
alignment of the images in the mosaic is quite good. However, although 
the projective model works fine in flat scenes, it has serious limitations in 
the presence of microbathymetry, deforming the photo-mosaic in an at-
tempt to accurately align the images. The images at the top part of the mo-
saic are warped to cover a bigger area of the sea floor, due to the difference 
in altitude. Since these images are added to the mosaic without interpola-
tion, a few black pixels can be observed in the top of the photo-mosaic. 
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Figure 16(c) shows another trajectory in a flat area. The mosaic has 
been constructed using a similarity transformation. The path followed by 
the vehicle is clearly identifiable from the photo-mosaic. Finally, a last 
photo-mosaic is shown in Figure 17. In this case the vehicle starts its tra-
jectory at the middle of the photo-mosaic. It then describes a small circle 
to the left and, as it navigates to the right, it augments its altitude. The sur-
veyed area presents considerable differences in depth (enormous with re-
spect to the navigation altitude). Note that similarity transformations pro-
vide good results in non-planar scenes, although homography-based 
motion estimation methods assume that the observed scene is planar. 

6 Concluding Remarks 

In this paper we have proposed a new methodology to construct photo-
mosaics of the ocean floor. The computational cost of the method allows 
its use in real missions for the navigation of underwater vehicles. More-
over, a robust solution has been given for the correspondence problem by 
exploiting the textural characteristics of the selected features. An accurate 
use of texture information improves, to a large extent, the quality of the de-
tected features. 

One of the principal difficulties underwater vision systems have to face 
is related to the lighting effects. Frequently, the vehicle has to carry its 
own light source, producing non-uniform illumination, shadows and scat-
tering effects. A technique has been proposed to compensate for these 
lighting inhomogeneities.  

The construction of visual mosaics of the ocean floor can provide accu-
rate position estimates for local navigation of underwater vehicles. How-
ever, accumulative error propagates through the image chain as the photo-
mosaic increases its size. We have proposed a methodology based on the 
generation of an adequate reference image extracted from the photo-
mosaic, reducing the propagation of errors through the mosaic. An adapta-
tive selection of this image is performed, depending on the motion of the 
vehicle. The proposed technique is both valid for survey navigation and 
station-keeping. When the vehicle keeps its station, reference image Ir is 
kept as a base image which can be rotated and scaled with respect to the 
live image Ic coming from the camera. However, when the vehicle is navi-
gating and a large displacement exists between consecutive images of the 
sequence, our methodology results in updating reference image Ir when its 
overlapping with the present image is smaller than a given threshold. 

Moreover, our technique to construct photo-mosaics has been validated 
by means of an experimental setup, which quantifies error propagation 
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across visual mosaics. This approach is valid for laboratory testing only, 
but it has also proved helpful in testing and tuning the different parameters 
of our mosaicking system. 

The resulting photo-mosaic is also affected by the selected motion 
model and the coplanarity of the detected features. When the underwater 
relief is planar, projective transformations work fine, but in the presence of 
microbathymetry less general models (like similarity transformations) are 
able to construct more reliable mosaics. 

Fortunately, robust algorithms such as LMedS or RANSAC (Meer, 
1991) can, to a large extent, reduce the amount of anomalous data. How-
ever, these algorithms have the drawback of random sampling, which is 
computationally inefficient. Although it does not seriously affect our sys-
tem since the small sample size (d) leads to a reduced number of samples, 
the adaptation of other outlier rejection schemes with lower computational 
costs will be considered in the future. 

Most of the mosaicking systems described in the scientific literature 
compute a planar transformation to register the images. Some other sys-
tems estimate 3D motion with respect to a sea floor which is assumed to be 
planar. However, the mosaicked area may not only be non-planar, but may 
also present large variations in depth. In this case, new motion estimation 
and/or 3D structure recovering algorithms should be developed to gain a 
global perspective of the surveyed zone. This is relevant in the case of the 
exploration of wrecks or submerged structures with a considerable 3D 
shape. 

Therefore, photo-mosaics can be considered as an important tool which 
allows motion estimation and local positioning of underwater vehicles at a 
reduced cost. Although this methodology still has serious limitations (e.g. 
limited survey areas, drift errors, etc), sensor fusion techniques integrating 
vision with any other sensors will improve in the future the accuracy of the 
photo-mosaic, and, therefore, improve vehicle navigation. 
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An underwater robot intended for cleaning a ship from sea adherence is 
presented in this chapter. Special attention is paid to the design and control 
of a cleaning head that uses an impact system. Because synthesis and 
production of real control systems must foresee all kinds of parameter 
changes, adaptive control algorithms are proposed. In this way, all kinds of 
parameters change are taken into account for the synthesis of stable 
vibroimpact system using adaptive control of spring stuffiness. 

1 Introduction 

There are about 150 Ship Repairing Yards spread over 27 EU and 
Associated Countries. Classifying Societies Surveys obliges to inspect ship 
hull steel two times every five years, with a maximum delay of three years 
between two inspections. This is mandatory for certifying ship’s 
conditions. On the other hand, it is well known that ship underwater hull, 
including flat bottom, vertical side and boot-top become overgrown with 
sea adherence (weed, barnacles) rapidly. The surface covered by sea 
adherence is about 80% of total ship hull and all sea adherences have to be 
cleaned before inspection. Besides preventing direct surveying, sea 
adherence causes a decrease of ship’s speed and consequently augments 
consumption of fuel. For recuperation of ship's performance, it is 
necessary to dry-dock a ship and to proceed a clean off sea adherence. This 
cleaning is always required before any other repairing/maintenance 
activities can follow on. Nowadays cleaning is done manually in dry-dock 
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with an employment of different adapted methods like grit blasting or 
water jet. It has to be noticed that, in itself, it is a very contaminant 
operation (the resulting dust always contains painting particles), it is 
harmful for human operators health and it is a very uncomfortable job. 

In contrast to above mentioned, the use of the new technical solution, 
described below, allows cleaning a ship from sea adherence without the 
use of an expensive dry dock. In this case it would be possible to clean a 
ship much more often, for example, twice a year and, consequently, a ship 
could be in a much better state at all times. Even in the case when it is 
necessary to make inspection, repair or restoration of a protective coat of a 
ship in a dry dock, it would be possible to make a ship's hull cleaning out 
of a dry dock first, which would allow using dry dock more efficiently. 
Such approach will allow to increase capacity of dry dock at about 15% 
(average time of ship's staying in dry dock is seven days, of which one day 
is usually spent for sea adherence cleaning). 

The chapter is organised as follows. After the description of the 
underwater robot configuration, the main part of the chapter concerns 
cleaning head design and control. Synthesis and production of real control 
systems must foresee all kinds of parameters changes: change of machine 
mechanical parameters, change of processing media parameters, and 
change of machine control system parameters. For this reason systems 
with adaptive control may be used (Viba, 1998)(Panovko et al., 
1997)(Panovko et al., 1998) (Akinfiev et al., 2002). It is shown how all 
kinds of parameters change will be taken into account for the synthesis of 
stable vibroimpact system using adaptive control of spring stuffiness. 

2 Configuration of Underwater Robot 

Underwater climbing robot AURORA is a transportation device for 
carrying on board cleaning instrument and sensors for steel surveying 
(Akinfiev et al., 2001). One of the most important problems during the 
underwater cleaning process is the environment protection. Special system 
for disposal of rubbish and its utilisation is needed. This device must 
include flexible guard of working zone of cleaning, a system of removal of 
waste from working zone with the help of intensive flow of water (water 
vacuum cleaner), and a system of separation of waste from water with 
following waste recovery. 

The underwater robot is made as a platform 1 with three wheels 2 (see 
Fig. 1). Each wheel 2 has a power drive 3. Each motor is supplied with 
angle-of-turn sensor (encoder), connected with a control system. Front 
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wheel is fixed with a possibility of a turn relative to platform 1 and has a 
steering drive 4 for a realization of a turn.  

 

 
Fig. 1. AURORA robot platform. 

 

 
Fig. 2. Configuration of AURORA underwater robot 

 
The box 5 is fixed on a platform of the robot. This box is opened at the 

bottom, supplied with a flexible sealant 6 (see Fig. 2). The sealant 6 is in 
contact with a surface 7, on which the robot moves. The box 5 is 
connected with an extraction pump 8 through a hose 32 (for water 
pumping off and maintenance of low pressure inside the box 5).  
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Buoyant elements 10 are fixed on the robot. For the robot more reliable 
keeping of on a surface, the size and location of the buoyant elements are 
selected in such a manner that the gravitational force of the robot is 
completely compensated by buoyancy force affected the robot (when robot 
is completely immersed in the water). In other words, the magnitude of a 
gravitational force of the robot is equal to magnitude of buoyancy force, 
and the points of application of a gravitational force of the robot and the 
point of application of buoyancy force coincide.  

A control system and a control panel (Akinfiev et al., 2001) are located 
outside of water (on a coast, or on that ship, which surface is cleaned by 
the robot, or on a special boat). 

3 Cleaning Head 

Inside the box 5 there is a device for cleaning (see Fig. 3) with several 
brushes, supplied with a drive. Brushes are destined to clean soft sea 
adherences (Kyosuke, 1983). For hard sea adherences, the device of 
cleaning (see Fig. 3) contains a scraper 13 of a material (for example, 
wood), which hardness is less than the hardness of a surface cover. The 
base 15 of the scraper is fixed on the body 1 of the robot. The scraper is 
made of several independent parts. Each part is pressed against the 
working surface 7 with the help of the corresponding spring element 14. 
The scraper is supplied with a drive 16, which realizes vibrating 
displacements of the scraper relative to its base. Some other methods are 
considered of hard sea adherences cleaning. 

 
 
 

 
 

Fig. 3. Device for cleaning hard sea adherences 
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4 Magnet Gripper 

To increase the force that retains the robot on a surface and to provide a 
possibility of robot's movement out of the water (partial or complete), the 
robot contains a magnetic element fixed on the body of the robot with a 
possibility of magnet element interaction with a surface, on which the 
robot moves (Hirose et al., 1992). The magnetic element can be made as a 
few independent magnets. At fixing magnetic devices immediately on a 
body of the robot, a distance between magnets and a working surface can 
vary considerably because the surface has a curvature with a radius that 
can change essentially. This leads to the fact that grasping force would 
vary considerably. To avoid this negative effect, all wheels are made 
coupled, the parts of the wheel are fixed rigidly on one axis with a 
clearance, and inside this clearance there is magnet (see Fig. 4). As a 
tricycle scheme of the robot is employed, each of wheels is always pressed 
against the working surface, even if there is a curvature. In this case, a 
distance between magnet and working surface remains practically 
constant, which ensures a constant value of grasping force. Let us notice 
that during operation of the robot there arise additional pushing forces due 
to rotation of brushes (Bernoulli effect) and to a pressure decrease inside a 
cleaning head at the expense of the water and waste exhaust from this 
zone.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Magnets location 
 

 

Magnets 
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5 Protection of Environment 

When the robot for cleaning of a surface is working, it is necessary to 
collect the agglomerated depositions. For this purpose robot has a special 
device. This device is moving off the water with waste from the zone 
inside the closed box. Then the waste is transported into a special 
container, located outside the robot.  

For ensuring of wastes transporting it is necessary to first crushing them. 
For this purpose a deposition grinder is used. The deposition grinder 29 
(see Fig. 2) is fixed on the robot, supplied with a drive, for depositions 
deleted from the surface during a cleaning process, and this grinder is 
inserted into a breakage of a flexible tube that binds the pumps.  

 

 
Fig. 5. Configuration of filter-separator 

 
 

 
 

Fig. 6. Filter-separator 
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To create a water flow; which is capable to evacuate wastes, two pumps 
are used, which are sequentially installed and connected among themselves 
by flexible tube. One pump 8 (see Fig. 2) is situated on the robot, and 
another - outside of the robot (on a coast or on a boat). 

 

 
 

Fig. 7. Moving away of sea adherences   
 
For reduction of energy consumption while transporting the wastes, the 

pump, fixed on the robot, has to have much greater water flow rate, than 
the other pump, situated outside the robot. A special filter-separator 28 
(see Fig. 2) is fixed on the robot supplied by a cleaning device. This filter 
is installed in a breakage of a flexible tube 32 that connects the pumps, and 
the external surface of a gauze element is opened (see Fig. 5, 6) (directly 
into the ambient medium or through a special hose). The filter element 24 
is made cylindrical, and the device of cleaning of the filter is a drum 25 
(with holes 26) supplied by a motor. This drum rotates around the axis that 
coincides with the axis of the cylindrical filter, and has flexible blades 27, 
fixed on the drum. These blades can contact with a filter surface. The exit 
hole of the filter is opened, which allows ejecting the wastes with a small 
portion of water through a flexible tube 32. As a matter of fact, such filter-
separator works as a partial flow filter, as a filter permitting to eject the 
excessive water, and as a centrifugal pump forcing in a flexible tube the 
wastes with a small portion of water (see Fig. 7). 

6 Model of Cleaning Head 

Cleaning system has many components of motion (Akinfiev et al., 2003) 
(see Fig. 8). Part of them is provided by slowly motion of machine body. 
Cleaning head (subsystem) has one vibroimpact motion across processing 
media (see Fig. 9). This vibroimpact motion is investigated here with aim 
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to ensure stable processing if the main random parameters are: - length of 
working element (diminish or fracture); - thickness of processing media 
(gap); - hardness and dissipation of processing media; - fluctuation and 
delay of control system switch points; - uncertain resistance forces of 
system. 

 

 
Fig. 8. Scheme of system. 

7 Equation of Motion for Simple Model 

For system with one degree of freedom equation of motion without 
random parameters is given by: 
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(1) 

 
where m - mass; x  - displacement; x - velocity; x  - acceleration; 

−3C,1C stiffness of springs; 0P  - constant force given by the springs 
initial tensions or cleaning head weight ; )x,x(F - resistance forces; δ - 
gap when x = 0; )x,x(R - processing force (see Fig. 9). 

For adaptive control (excitation) is used change of common spring 
system stiffness )x,x(∆  in the way (see Fig. 10) (Viba, 1988): 
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where C2 is a constant. 

Theoretical motion and control action without random parameters is 
shown in Fig. 10. Respectively the results of motion modelling from the 
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rest position in this case are shown in Fig. 11 and 12. For modelling was 
used: - nonlinear (cubic and dry friction) resistance forces; - nonlinear 
(cubic) processing media resistance forces; - linear and nonlinear (cubic) 
processing media elastic forces.   

Analysis of motion character allows concluding that trajectories in the 
phase plane do not cross and transient process is very short. That is 
appropriate quality for parametrical resonance systems with adaptive 
control (Viba, 1988). 

C1

C1+C2
C3

xP0

F

δ
x = 0

 
 

Fig. 9. Scheme of  subsystem 
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Fig. 10. Motion and control in phase plane. 
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Fig. 11. Velocity in time domain without random parameters. 
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Fig. 12. Motion in phase plane without random parameters. 
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8 Modelling with Random Parameters 

Equation of motion is the same (1) with difference, that some parameters 
are changing in time or random. When diminish of the working element 
take place the system is very stable too (Fig. 13., 14). Similarly nothing 
happen when the working element fracture take place (only change levels 
of phase coordinates x and x ) (Fig. 15, 16). 
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Fig. 13. Velocity in time domain with diminishes of working element. 
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Fig. 14. Motions in phase plane with diminish of working element. 
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Fig. 15. Velocity in time domain with fracture of working element. 
 
 

2.987

3.889

vxn

0.350.154 xn

0.5 0 0.5
4

2

0

2

4

 
 

Fig. 16. Motion in phase plane with fracture of working element. 
 

The same very well results about motion stabilization where obtained for 
change of gap and random hardness and dissipation of processing media 
(see Fig. 17 - 20). 
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Fig. 17. Velocity in time domain with random gap. 
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Fig.18. Motion in phase plane with random gap. 
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Fig. 19. Velocity in time domain with random hardness and dissipation of 
processing media. 
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Fig. 20. Motion in phase plane with random hardness and dissipation of 
processing media. 

The fluctuation in time of control action was investigated in a case when 
system has zero gap and switch command delay occurs when velocity is 
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positive x >0 (see Fig. 21). Analysis shows that then impact velocity 
decrease and may be motion without collisions against cleaning surface 
(Fig. 22). Investigations show too that if the gap is negative is problem 
with motion start from cleaning surface. Therefore for real systems is 
recommended to choose positive gap. 
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Fig. 21. Delay of switch command. 
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Fig. 22. Motion without collisions. 
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9 Conclusions 

In this chapter a concept of a special robot was presented, allowing making 
underwater ship hull cleaning operations in a safer and innovative way. 
The use of such robots will enable exclude the use of dry dock for 
performance of this operation, which will reduce many times the cost of 
ship cleaning. Furthermore, a simple and other more complex model with 
random parameters and adaptive control for an impact cleaning head were 
studied. The models of simulation take into account all changes of systems 
and excitation parameters. Investigation shows that systems control with 
parametric excitation is advisable because trajectories in the phase plane 
do not cross and transient process is very short. That results in appropriate 
quality for parametrical resonance systems with adaptive control. The 
study is a part of project for the development of new cutting and cleaning 
systems. 
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This chapter describes the simulation of the behaviour of two ships in 
some of the most widely used sea trials: turning circle, pull-out, zig-zag, 
and direct and inverse spiral test. For the simulation, a full non-linear 
mathematical model with three or four degrees of freedom is used. The 
hydrodynamics coefficients used in the mathematical models were ob-
tained from a physical scale models with a planar motion mechanism in a 
towing tank. The results obtained are satisfactory, supporting the proposal 
that these sea trial simulation tools should be used as an important part of 
the design stage in the building of a ship. 

1 Introduction 

Sea vessels must be able to maintain their course in the open sea, to ma-
noeuvre safely in ports and restricted channels and to stop within a reason-
able distance. These minimum capacities are required under any load con-
dition, both at high speeds and at more moderate speeds associated with 
restricted waters and in both calm conditions and in windy or rough condi-
tions. 

This chapter describes the sea trials widely used to determine a ship’s 
manoeuvring characteristics. With these tests, it is possible to measure the 
ship’s dynamic behaviour characteristics, to obtain an indication of its 
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straight-line stability, to evaluate the robustness and the limitations of the 
control system and to assess the ship’s behaviour in emergency situations. 

Although these tests were carried out on a ship actually built and at sea, 
the ship’s behaviour can be simulated in the design stage by means of 
simulation programmes using mathematical models. This paper presents 
the results of the sea trials of two ships. The simulation is performed with 
Matlab’s Simulink simulation programme. 

2 Full-scale Maneuvering Trials 

Many of the sea maneuvering trials performed on most merchant ships be-
fore they are formally delivered to the ship owner are based on the verifi-
cation of the maximum speed of the ship, on the functioning of the steering 
and radio communications systems, on the main engine and the ship steer-
ing equipment. In order to verify the ship’s maneuvering characteristics, 
other standard ship manoeuvres can be performed allowing the ship’s dy-
namic behaviour characteristics to be measured and the robustness and the 
limitations of the ship control system to be evaluated. The manoeuvring 
characteristics can be obtained by holding or changing a predetermined 
course and speed in a systematic way. 

In accordance with the recommendations of the 14th “International 
Towing Tank Conference” (14th ITTC, 1975) and other resolutions of the 
International Maritime Organization (IMO) (Haro, 2004), tests have to 
provide owners and builders with information on the operating characteris-
tics of the ship. These must address the course-keeping, course changing 
and emergency manoeuvre characteristics. In order to determine the effi-
ciency of the  vessel in course-keeping, the tests methods proposed are: the 
direct or reverse spiral test and the zigzag manoeuvre test with small rud-
der angle. To determine the quality in the course changing behaviour, the 
zigzag manoeuvre test and the 15 degrees helm turning test and change of 
heading test are recommended. To determine the ship’s capacity in the face 
of emergency manoeuvres, the most appropriate test methods proposed are 
the maximum helm turning test and the crash-stop astern test. 

Vessels must have manoeuvring capacities which allow them to hold 
course, turn, test the turns, operate at an acceptably low speed and stop in a 
satisfactory way. Sea maneuvering trials are intended to provide a meas-
urement of the following characteristics (Lewis, 1989): 

- Turning circle characteristics: These can be determined by means of 
turning circle tests using a rudder angle of 35º. 
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- Yaw checking ability: This can be measured by obtaining the first over-
shoot angle and time to check the yaw in a zig-zag manoeuvre. 

- Initial turning ability: This can be determined at the initial stage of the 
zig-zag manoeuvre with the ship’s change of heading angle per unit of 
rudder angle, and the forward distances covered after executing a rudder 
command. 

- Coursekeeping ability: No single measurement of coursekeeping ability 
has yet been developed. However, in the case of vessels whose type, 
size and speeds are comparable, this capacity can be evaluated through a 
comparison of the zig-zag direct or reverse spiral and pull-out tests. 

- Slow steaming ability: The capacity to proceed at a steady slow speed is 
a desirable characteristic. It is generally determined using only the 
ship’s speed associated with the lowest possible engine RPM. 

- Stopping ability: This can be calculated using the distance that the ship 
travels along its track, once the crash-astern command has been given. 
A description is given below of some of the standard ship manoeuvres: 

turning circle, pull-out, zig-zag and direct and reverse spiral tests. 

2.1 Turning Circle 

This is the manoeuvre which has received the most attention from profes-
sionals in the field. It is used to determine the ship’s steady turning radius 
and to verify the behaviour of the steering machine and rudder control dur-
ing course-changing manoeuvres. Figure 1 shows a turning circle, indicat-
ing its characteristic stages and parameters. It should be performed to both 
port and starboard at maximum speed, with a maximum rudder angle and 
with a rudder angle of 15 degrees. It is necessary to do a turning circle of 
540º at least to determine the main parameters of this trial. 

This manoeuvre is also used to determine other characteristic parame-
ters such as: the tactical diameter, advance, transfer, loss of speed on 
steady turn, and times to change heading 90º and 180º respectively, as can 
be seen in Figure 1. The maximum advance and maximum transfer can 
also be measured. 

As can be observed in Figures 1 and 2, the turning circle test is devised 
in the following phases: 

- Approach phase: The ship sails in advance, in a straight line at a con-
stant speed U and with the rudder in neutral position (δ = 0). The linear 
and angular velocities and accelerations are: 0v v r r= = = =  

- Manoeuvre phase: This begins when the constant rudder angle δ is ap-
plied at any of the sides. It is divided into three phases: 
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First phase: Starts at the instant the rudder begins to deflect from the 
neutral position and finishes when it reaches the desired δ  value. Dur-
ing this stage, the speeds are practically null (v ≈ r ≈ 0). However, the 
accelerations have a value of 0v <  and 0r >  from the first moment. 

 
Fig. 1. Terms used in turning circle. 

 
Second phase: Here, the accelerations coexist with the speeds, that is, 

0; 0; 0; 0v r v r≠ ≠ ≠ ≠ . In the last part of this stage, equilibrium is ob-
tained between the forces intervening in the ship’s turning circle and the 
accelerations tend to reduce to zero. 
Third phase: When this equilibrium is reached, the ship begins to per-
form a turn of constant radius R, as shown in Figure 1. In this phase, 

0; 0; 0v r v r≠ ≠ = =  and the ship’s speed is reduced by 60% from the 
speed it had when the turning circle was initiated (Bonilla, 1979). 

 
Fig. 2. Characteristics of phases of a turning circle. 
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2.2 Pull-Out Manoeuvre 

The pull-out manoeuvre is a simple test used to obtain a rapid indication of 
the stability of a straight-line course held by a ship. 

A rudder angle of approximately 20º is applied and time is allowed to 
pass until the ship reaches a constant change of heading rate r ψ=  ; at 
that instant, the rudder is returned to amidships (neutral position). If the 
ship is stable, the speed will drop to zero both for port and starboard rudder 
changes. If the ship is unstable, the change of heading rate will drop to 
some residual speed rate. 

This manoeuvre must be performed in both directions, port and star-
board, to show any possible asymmetry. Figure 3 shows the results of a 
pull-out manoeuvre for a stable ship sailing in a straight line and for an-
other unstable one. 

 
Fig. 3. Presentation of results of the Pull-out manoeuvre. 

2.3 Kempf’s Zig-Zag Manoeuvre 

The zig-zag manoeuvre is obtained by inverting the rudder alternatively 
by δº to both sides, with a shift ofψ from the initial course. The typical 
procedure is as follows (Lewis, 1989): 

- Make the ship sail in advance and in a straight line at a predetermined 
speed for a certain time. 



258      Robotics and Automation in the Maritime Industries 

- Place the rudder to the starboard side at the maximum speed for a prede-
termined quantity of δ, for example 10º, and maintain this value until 
the preselected (10º) course changing ψ occurs (10º) (first operation). 

- Place the rudder at the maximum speed on the opposite side (port) at the 
same angle (10º) (second operation). Maintain the rudder position and 
the ship continues to rotate in the original direction, at a rotation speed 
which drops gradually until the movement stops. Then, in response to 
the rudder, the ship turns to port. The rudder position is held until the 
preestablished course changing ψº is obtained on the opposite side 
(port). This completes the overshoot test. 

- To complete the zig-zag test, the rudder is again set at the maximum 
speed at the same angle (10º) on the initial side (starboard) (third execu-
tion). Continue until a total of 5 executions of the rudder are completed. 
The normal course changing value ψ is 10º. A modified trial can also be 

taken into account with a course changing of 20º. The 14th ITTC confer-
ence recommends executing the manoeuvres at maximum approach speed 
and, if possible, also at medium speed. 

 
Fig. 4. Zig-zag manoeuvre graph: rudder angle δ , ψ ship’s course, yo/L  nor-

mal distance to the initial trajectory divided by the ship’s length. 
 
The results of this manoeuvre are indicators of the capacity of the rudder 

to control the ship’s heading. They can also be used to compare different 
ship manoeuvring capacities. It should be noted that, from the point of 
view of the interpretation of the international rules of sea sailing, the use of 
rudder angles δ to starboard to verify the turning capacity and heading con-
trol of a ship are recommended, since, in case of emergency, changes in 
heading must be made to starboard. For this reason, the normal zig-zag 
manoeuvre begins with the application of the rudder angle to starboard. 
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For a simple, initial analysis of the results, the characteristic heading 
values defined in Figure 4 can be used. The values are given as a function 
of rudder angle δ. 

The main measurements obtained are: 
- The time ta it takes to reach the second execution of the heading, which 

indicates the capacity of the ship to change heading course or the effi-
ciency of the rudder. 

- The angle of overshoot in the heading. 
- The overshoot of the trajectory obtained when performing the trial. 

These latter two measurements are indicative of the amount of anticipa-
tion required by the helmsman to sail in restricted waters. In (Arentzen y 
Mandel, 1960), it is shown that the magnitude of the overshoot in the head-
ing drops when the stability increases but increases when rudder efficiency 
increases. 

The results of the zig-zag test depend on the ship’s speed, since the time 
it takes to reach a given heading falls when this increases. 

2.4 Direct and Reverse Spiral Manoeuvres 

These manoeuvres provide a qualitative measure of the directional stability 
of the ship in a straight line. For ships which show stable characteristics, 
the Dieudonné direct or Bech reverse spiral tests can be used to obtain the 
response to small rudder angles. For unstable ships, the 14th ITTC recom-
mends the Bech reverse spiral test within the limits indicated by the results 
of the pull-out manoeuvres. 

2.4.1 Dieudonné Direct Spiral Manoeuvre 

The direct spiral manoeuvre is used to determine the directional stability 
characteristics of the vessel, and also provides information on the degree 
of stability and range of validity of the linear theory. 

The procedure for performing this manoeuvre is as follows: 
- Make the ship sail in advance with an initial straight course at constant 

speed. 
- Set the rudder at an angle δ, of 25º to starboard and keep it there until 

the rate of change of heading is constant r ψ= . 
- Once a constant value is reached, the rudder angle δ is reduced by 5º 

and again held until steady conditions of turning have been obtained. 
- This procedure is repeated until the rudder has run through all of the 

rudder angles from 25º to starboard to 25º to port and again to starboard. 



260      Robotics and Automation in the Maritime Industries 

In the range of rudder angles from 5º on either side of zero or neutral 
rudder angle, the intervals must be reduced. 

With this procedure, the ship performs a spiral movement. The graph 
shows the ship’s yaw rate r ψ=  as a function of each angle δ of the rud-
der, such as those shown in Figures 5 and 6. This manoeuvre should be 
carried out in still air and calm water conditions. 

 
Fig. 5. Graph of direct spiral manoeuvre of a stable, symmetrical vessel. 

 

 
Fig. 6. Graphs of the Dieudonné and Bech spiral manoeuvres for an unstable 

ship with a hysteresis cycle. 
 
In carrying out the manoeuvre, it is essential to leave sufficient time to 

reach the stationary state at each angle the rudder is set at. In Lewis 
(1989), the results of three tests performed with different time intervals be-
tween consecutive angles of rudder setting are presented (Strom-Tejsen, 
1965). It is shown that to perform an exact study of the stability of a ship, 
it is essential not to limit the experimental time between the rudder angles. 
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An indication of the stability of the ship can be obtained from this 
graph. For example, if it is a single line that goes from starboard to port 
and is inverse, as shown in Figure 5, then the ship is stable (has stability in 
a straight course). However, if the graph presents two branches formed by 
a hysteresis cycle, the ship is unstable. The height and width of the cycle 
measure the degree of instability, so that the wider the hysteresis cycle, the 
more unstable the vessel. 

2.4.2 Reverse Spiral Manoeuvre 

Bech’s reverse spiral manoeuvre is an alternative to the direct spiral ma-
noeuvre (Bech, 1968). In this manoeuvre, the ship’s course is set at a con-
stant change of heading speed and the rudder angle δ required to produce 
this rate of turn r ψ=  is also set. In this trial, the values of the points of 
the rate of turn curve with respect to the rudder angle can be taken in any 
order. 

The equipment required is a rate-gyro (alternatively, the heading ψ 
given by the gyro-compass can be differentiated to provide r ψ= ), and an 
exact indicator of the rudder angle δ. The accuracy of the trial can be im-
proved if the information on the rate of turn and the rudder angle are avail-
able continuously. If manual control is used, the helmsman can visualise 
the instantaneous change of heading speed in a register or indicator. The 
procedure originally proposed by Bench for obtaining a point in the curve 
is recommended and is outlined below. 

The ship is made to approach the desired change of rate of turn, 0 0r ψ= , 
applying a moderate rudder angle. Once the desired change of heading rate 
is obtained, the rudder is activated to maintain this desired rate of change 
of heading as accurately as possible. The helmsman must attempt to main-
tain the desired change of heading rate using shorter and shorter rudder 
movements until constant values of the ship’s speed and rate of turn are 
obtained. Normally, a stable change of heading rate is obtained quite fast, 
so that it is easier to perform the test using a rate-gyro than with a normal 
gyrocompass. 

3 Manoeuvre Models Used 

An important decision in this study has been the selection of the type of 
ships to be used for performing the simulation. An important factor in this 
choice is the availability of the hydrodynamic derivatives that allow suffi-
ciently reliable dynamic models to be obtained. The ships should prefera-
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bly belong to a very general class of merchant ships on which there is 
plentiful data in the literature. Here, a 3 GDL model and another 4 GDL 
model will be used for which a full dynamic model is available. 

3.1 Model of a Mariner Class Ship 

As a model example of a ship with 3 GDL, the model of a Mariner class 
ship, widely used in the literature, has been selected. Data from the ship 
‘USS Compass Island’ (Chiselett y Strom-Tejsen, 1965) have been used. 
The main characteristics of the ship are shown in Table 1. 

Table 1. Main dimensions of the Mariner class ship 

Description Symbol Value Units 
Length between perpendiculars Lpp 160,93 m 
Maximun beam B 23,17 m 
Design draft D 8,23 m 
Design displacement ∇ 18541 m3 
Design speed U0 20 knots 
Max. design rudder angle  δ 40 deg 
Max. design rudder rate 

maxδ  2,5 – 3,7 deg/sec 
 
The mathematical model used for the simulation with three degrees of 

freedom is: 

 
0 0

0
0

x

v G r

G v z r

m X u X
m Y m x Y v Y

m x N I N r N

′ ′ ′ ′−     
     ′ ′ ′ ′ ′ ′ ′− − =     
     ′ ′ ′ ′ ′ ′ ′− −     

 (1) 

The non-linear forces X and Y and the hydrodynamic moment N are de-
veloped using the Abkowitz (1964) model. 

To develop the simulation model, the cinematic equations must be 
added, giving: 

 ′ ′=M ν τ  (2) 

 ( ) ′=η J η ν  (3) 

To include the model of the rudder action, the simplified model sug-
gested by Van Amerongen (1982) has been used, as indicated in Figure 7 
where δc is the rudder angle demanded by the controller and δ is the real 
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rudder angle. The typical saturation values of the rudder angle and turning 
speed are in the following value ranges: 

max 35ºδ =  and max2.5º 7 º .seg segδ≤ <  

 
Fig. 7. Simplified Diagram of the rudder control loop. 

 
In the development of this model, in accordance with the characteristics 

of the Mariner-type vessel, the rudder angle and rudder rate limits have 
been set at 30º and 4,6 /s respectively. 

3.1.1 Description of the Simulink Model 

The mathematical model has been developed in the Matlab-Simulink envi-
ronment. Figure 8 shows the block diagram used. The main block receives 
as input the desired rudder angle δc and generates as output the ship’s 
heading angle ψ . The model of the ship has been separated into two 
blocks. The first contains the rudder behaviour model and the second the 
ship dynamics model.  

The ship dynamics model has been developed using an s function of 
Matlab which receives as input the rudder value δ and generates as output: 
the longitudinal advance speed u, the transversal speed v, the turning speed 
r, the heading ψ, the ship’s position x, y, the rudder angle δ  and the ship’s 
speed U. 

3.1.2 Sea Trials Simulation 

Firstly, Figure 9 shows a graph of the rudder dynamics. It can be observed 
that a time of approximately 10 s is required to go from the neutral posi-
tion of 0º to the maximum angle allowed (± 30º) and 19 s to make the 
maximum change from -30º to 30º which is a normal result in this type of 
vessels. 

The turning circle, zig-zag and spiral tests have also been simulated. 
The results of the simulations can be used to obtain an initial estimate of 
the dynamics behaviour and the stability and manoeuvrability characteris-
tics of the ship. 

 Figure 10 shows the turning circle for the rudder angles 5º, 10º, 15º, 20º 
and 25º. It can be observed that the gyro radius drops as the rudder angle δ 
increases. 
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Fig. 8. Simulink block diagrams used in simulation: (a) Main block of ship (b) 
Separation into two blocks, steering gear and dynamic model. (c) Diagram of 
model used in steering gear. (d) Block diagrams of dynamics model indicating 

output variables. 
 

0 10 20 30 40 50 60 70 80 90 100 110

-30

-20

-10

0

10

20

30

time (s)

Rudder dynamics

rudder rate (º/s) 
actual rudder angle (º)       
desired rudder angle (º)

 
Fig. 9. Rudder dynamics behavior. 
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Fig. 10. Turning circle for various rudder angles δ. 

 
Figure 11 shows the results of a zig-zag manoeuvre 20º/20º. The results 

of this trial are indicative of the manoeuvring capacity of the ship for a 
specified rudder angle. 
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Fig. 11. Zig-zag test 20º-20º. 

 
The simulation of the spiral manoeuver is shown in Figure 12, repre-

senting the reduction speed of the ship r ψ=  as a function of each angle δ 
set at the rudder. The graph obtained indicates that the ship has a stable 
behavior on a straight course. The slope of the line tangent to the curve al-
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lows us to determine the gain in the linear approach over the Nomoto 
model. 
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Fig. 12. Graph with results of spiral test 20º/20º. 

 
A stable behavior of the ship is also observed in the results of the 

pull-out manoeuvre as can be seen in Figure 13. 
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Fig. 13. Pull-out manoeuvre 

3.2 Son and Nomoto Model 

As a model example of a ship with 4 GDL, the simulation model of the  
SR 108 container ship that Son and Nomoto (1982) identified in their re-
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search has been developed. The main characteristics of the ship are shown 
in Table 2. 

 
Table 2. Main dimensions of the SR 108 container ship 

Description Symbol Value Units 
Length between perpendiculars L 175.00 m 
Beam B 25.40 m 
Displacement ∇ 21.222 m3 

Ship’s speed U0 32,2 knots 
Nominal propeller AR 158 rpm 

 
The mathematical model used for the simulation with four degrees of 

freedom is: 
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where all the equations are in the adimensional form, in the “Prima” sys-
tem. The variables yx ym m′ ′ are masses added in the directions x and y (ad-
vance and lateral displacement), yx yJ J′ ′  are momentums of inertia added 
around the z and x axes (yaw and balance). The coordinate x of the centre 
of the mass my is αy, while yx yl l′ ′  are the coordinates z of the centres of 
the added masses mx and my respectively. 

The origin of the fixed coordinates of the ship is decribed as 
RG = (xG, 0, 0). The terms of the added masses and inertias are expressly 
included with their corresponding gyro radii. It also includes the restoring 
moment W’GZ’(φ) in its approximate form, W’GM’φ’. The term Gx′  ap-
pears in the equation since the hydrodynamic momentum of the yaw N’ is 
defined around the geometrical centre of the ship. 

Grouping together the terms of the second member of equation (4), as 
indicated in equation (5): 
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Thus, the equations for the movement of the model can also be ex-
pressed in vector form as: 

 ′ ′=M ν τ  (6) 

 ( ) ′=η J η ν  (7) 

3.2.1 Rudder Dynamics and Saturation 

To include the rudder action in the model, the simplified model proposed 
by Van Amerongen (1982) has been used, as shown in Figure 7. 

In the development of this model, in accordance with the characteristics 
of the container ship, the rudder angle and speed limits are set at 20º and 
3º/s, respectively. 

3.2.2 Dynamics and Saturation of Propeller Shaft 

The propeller dynamics used in this model is the first order system shown 
in Figure 14. 

 
Fig. 14. Propeller shaft model 

 
The behaviour of the system depends on the real value of the rudder 

speed. There are two operating modes which determine the value of the Tm 
parameter: one for propeller axis gyro speed values of n ≤ 20 rpm with a 
constant value of Tm =18,83, and the other for axis values of n > 20 rpm 
with a Tm value that depends on n, defined by the equation Tm =5,65/(n/60). 

3.2.3 Description of Simulink Model 

The mathematical model has also been developed in the Matlab-
Simulink environment. Figure 15 shows the block diagram used. In this 
model, the main block includes two inputs: the angle δc, the desired rudder 
angle in radians and the propeller axis gyro speed in rpm, and generates as 
output the angle ψ of the ship’s course also in radians. 

As well as the block used to represent the rudder behaviour, another 
block has been separately incorporated to represent the behaviour of the 
propeller axis. The propeller axis dynamics model has been developed in 
accordance with values and characteristics outlined in the section above. 
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Fig.15. Simulink block diagrams used in the simulation: (a) Main block of ship 

(b) Separation of steering gear, propeller shaft and dynamic model blocks, (c) 
Diagram of model used for propeller shaft (d) Dynamic model block diagram in-
dicating output variables 

 
The ship dynamics model has been developed using an s function of 

Matlab which receives as input the rudder value δ and the propeller speed 
n and generates as output: the longitudinal advance velocity u, the trans-
versal velocity v, the turning velocity r, the roll velocity p, the heading ψ, 
the roll angle φ, the ship’s position x, y, the rudder angle δ  and the ship’s 
speed U. 
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With this model, manoeuvres can be simulated at different propeller 
speeds, up to the threshold value of n = 158,19 rpm such as, for example: 
Low-speed ahead = 40 rpm, Médium speed ahead = 80 rpm, full manoeu-
vre speed ahead = 120 rpm and full free sailing speed ahead = 158 rpm, as 
shown in Table 3. This table also shows the ship’s speed and the time re-
quired to reach a constant speed for each of the propeller speeds. However, 
it has the limitation that it only allows advance sailing commands. 

 
Table 3. Effect of propeller speed variation 

Command to the engine 
Propeller 

speed 
(rpm) 

Ship 
speed 
(m/s) 

Ship 
speed 

(knots) 

Time 
(s) 

Low ahead 40 3,18 8,1 1.300 
Medium ahead 80 8,37 16,2 750 
Full ahead (manoeuvre) 120 12,56 23,4 550 
Full ahead  (sailing) 158 16,56 32,2 440 

 
It is also possible to simulate the ship’s behaviour for GM metacentric 

height values from GM = 0.45 m to GM = 3 m. 

3.2.4 Sea Trial Simulations 

First, the dynamic behaviour of the propeller is simulated, together with 
its acceleration and deceleration capacity, as shown in Figure 16. 
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Fig. 16. Dynamic behaviour of the propeller shaft and acceleration and decel-

eration capacity 
 



Sea trials simulation      271 

In Figure 16.a, it can be observed that the propeller shaft needs 24s to 
reach the maximum speed and approximately 100 s to stop. Figure 16.b, 
shows that the time required to pass from zero speed to maximum full-
ahead sailing speed is 440 s,, and that of the reduction in speed from full-
ahead sailing speed to zero is over 2000 s. 

Figure 17 shows a graph of the dynamic behaviour of the rudder. It can 
be observed that it takes approximately 10 s to pass from the neutral posi-
tion of 0º to the maximum value (± 20º) and 17 s to make the change from 
-20º to +20º. 

Figures 18 (a) and (b), show the results of the three evolution tests per-
formed with an initial speed of 12,56 m/s for a rudder angle δ of 15º. The 
tests performed for the GM metacentric height values of 0,3 m, 0,5 m and 
3 m, including the roll angle graphs. It can be observed that when the GM 
metacentric height drops, the ship’s gyro radius falls, while the roll angle 
increases considerably. 
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Fig. 17. Dynamic behaviour of the rudder 

 
Figures 19 (a) and (b), present the results of a 20º/20º zig-zag manoeu-

vre for the threshold values of the GM metacentric height of 0,3 m and 
3 m, including the balance evolution graphs during the trial. It can also be 
observed here that the balance angle increases when the GM metacentric 
height diminishes. 
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Fig. 18. Turning circle manoeuvres performed with the propeller at 

120 rpm (ship’s speed of 12.56 m/s) with a rudder angle δ of 15º and GM 
values of 0,3 m, 0,5 m and 3 m: a) turning circles; b) roll angles 
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Fig. 19. 20º/20º zig-zag manoeuvre for GM values of 0,3 m and 1 m. 

a) evolution of heading and rudder angle. b) evolution of roll angle 

Conclusions 

Although sea trials are carried out with the ship already built and at sea, it 
is useful to simulate the dynamic behaviour of the ship in the design stage 
using mathematical models. 

Some of the most widely used sea trials have been simulated using two 
mathematical models with three and four degrees of freedom. The simula-
tion results allow the ship’s dynamic behaviour characteristics to be meas-
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ured, an indication of its stability on a straight course to be obtained, its 
robustness and the limitations of the control system to be evaluated and its 
behaviour in emergency situations to be assessed. 

The results obtained in the sea trial simulations indicate that sea trial 
simulation tools form an important part of the design stage in the building 
of a ship. 
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This chapter describes an experimentation environment for the various 
tests and manoeuvres for testing the stability and steerability of sea vessels 
with autonomous in-scale physical models. The model has an Industrial PC 
which communicates through a wireless network with the laptop on land, 
which can in turn be connected to other PCs through Internet using 3G 
UMTS technology. A software support has been implemented in the Indus-
trial PC, which is capable of acquiring and storing data from all of the test 
platform instruments from a distance. It is possible from a distance, via the 
web and via DataSocket, to view data and modify the parameters of all of 
the instruments of the platform using the wireless network with wifi tech-
nology and also the Internet network with 3G UMTS technology. To do 
this, a software support is used, developed in LabVIEW and suitable for 
carrying out the Guidance, Navigation and Control of the physical model. 
This model makes it possible to perform the sea trials most widely used to 
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determine the main characteristics of the steering and manoeuvring of a 
sea vessel, such as: evolution curve, zig-zag manoeuvre, pull-out manoeu-
vre and spiral manoeuvre. 

1 Introduction 

Within the framework of the project Automatisation of Marine Vehicles 
for Cooperative Actions (Environment for Cooperation of Marine Vehi-
cles) DPI2003-09745-C04-03, one of the main lines of research is the 
study of a ship’s manoeuvres for actions in cooperation with other vehi-
cles, such as aiding a damaged ship, tow manoeuvre and joint actions or 
sailing in close proximity. The aim of the project is to design controllers 
for the control of these manoeuvres and for the following of pre-planned 
trajectories. Experiments are also carried out in an uncontrolled medium, 
in the form of sea trials, for the validation of the designs made, as a prior 
step to their actual implementation. 

This chapter presents the description of a test platform which allows 
data gathering and the steering control of an autonomous in-scale physical 
model of a high-speed ship, TF-120 (Figure 1), for the Guidance, naviga-
tion and Control (GNC) (Fossen, 1994) of this model from a distance. 
With this platform, the various tasks of coordination between marine vehi-
cles can be performed, such as towing tasks, for cooperative actions. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Turbo Ferry TF-120 
 

In order to obtain a good estimate of the position, speed, acceleration 
and heading of the vehicle and thus to enable the vehicle to follow a prees-
tablished trajectory (Hansen, 1996) with the minimum error possible de-
spite possible outside disturbances such as currents, winds, tides and ob-
stacles, a sensorial integration must be carried out. This platform is also 
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designed to perform the tests necessary for the selection of the optimal tra-
jectory following strategy. 

All of the elements that make up the system, which will be described in 
the following sections, are fan industrial type. The main reason for this 
choice is the robustness and reliability provided by these elements. With 
this test environment, the installations of a vessel are efficiently emulated.  
The tests with the autonomous in-scale physical model of the high-speed 
ship were carried out in the surroundings of the Bay of Santander. 

The software application designed is capable of making all of the calcu-
lations required to plan the trajectories using the input data, which are: 
starting point, final point, type of trajectory and time invested in finding 
this trajectory. With these calculations, the programme generates the refer-
ences required to make the dynamic controls (Ollero, 2001) of the physical 
model, using the control strategy considered most appropriate. 

2 Elements that Make up the Environment 

Figure 2 shows all of the components that form part of the remote ex-
perimentation environment for marine vehicles. This environment is di-
vided into two parts: one includes the elements on board and the other the 
elements which are on land. The communication between the two parts is 
made through a wireless system with two points of access: one on land 
connected via a wireless system to a laptop and another for the marine ve-
hicle connected to the Industrial PC through network cable. The laptop 
also has a 3G UMTS card, which allows another PC or PCs to connect 
through Internet to the laptop. 

The elements on board are as follows: the propulsion and control ele-
ments, the control electronics, the receiver station, the instrumentation, the 
Industrial PC and one access point. The elements on land are: the laptop 
with the possibility of connecting to another or other PCs through Internet, 
the access point and the transmitter station. 

2.1 Instrumentation of the Environment 

The environment has a KVH (Technical Manual KVH) electronic gyro-
compass which measures: the current heading, position, time, etc. This 
data is acquired thanks to the RS232 serial gate of the PC through the  
NMEA 0813 (National Marine Electronics Association) communication 
protocol. The data is stored in file to perform an identification  (Ameron-
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gen, 1982) of the mathematical model that relates the current heading with 
the propulsion gyro angle. 

Using the GPS RCB-LJ receiver which incorporates the TIM-LF (u-
blox, 2004) chip, fairly accurate data on position and speed, among other 
parameters, are obtained. An electric circuit had to be designed to perform 
the conversion from CMOS to TTL levels and which also incorporates an 
RS232 serial gate adaptor. In this way, the GPS receiver can send and re-
ceive data using the communication protocol selected. the TIM-LF chip 
admits the protocols UBX, NMEA Y RTCM. 

To obtain data on the movement of the physical model, two triaxial ac-
celerometers are used, one placed at bow and one at stern. The inertial 
measurement unit also provides the values of the six degrees of freedom of 
the movement of the model. This data is necessary for establishing the   
vertical movements of the model. 

The disposition of the elements on the vessel is intended to effect an 
adequate distribution of weights, apart from the necessary ballast. Also 
with this distribution electromagnetic compatibility problems are avoided. 
The distance between the electronic gyrocompass and the other elements 
must be over 1 metre and, in this case, the nearest ones are the batteries 
and the electric cupboard. The gyrocompass is sensitive to adjacent mag-
netic fields, with the possibility of the appearance of magnetic alterations 
impossible to redress. The wireless access points may be affected by inter-

 
Fig. 2. Elements required for following a trajectory. 
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ferences produced by other elements working in the band of 2.4 GHz. The 
GPS antenna is also susceptible to interferences produced by the point of 
access antenna making it necessary to place this at a safe distance from the 
antenna of this point of access. 

2.2 Actuators and Control Electronics 

The propulsion is made up of a series of motors which make the turbine 
rotate around their corresponding motorjets. In order to emulate the pro-
pulsion of a real ship, some fixed gyro angle turbojets have been fitted in 
the central part of stern of the model and at each side of these some vari-
able angle turbojets. The motors are regulated by a speed variator, which is 
commanded by a PWM (pulse width modulation) circuit control. For the 
correct functioning of the speed variators and the Futaba motor control 
servos, it is necessary to generate a PWM control signal of around 55,6 
Hz. For this reason, it was necessary to design a custom-built PWM cir-
cuit, using 555 integrals. The direction of the turbojet propeller fluid is 
controled with a servo motor, which is in turn controlled by a PWM con-
trol circuit. 

An application called SCADA_Industrial.vi installed in the Industrial 
PC will be in charge of presenting on screen and storing all the data meas-
ured by the instruments on board.  It is also possible to modify the control 
parameters to follow a given trajectory. LabVIEW (Bishop, 2004) allows 
communication between the SCADA_Laptop.vi application being run on 
the laptop PC and its corresponding application in the Industrial PC 
(SCADA_Industrial.vi) using different communication protocols. The ex-
change of data between the various PCs is possible thanks to the publica-
tion of data with a DataSocket server or a web server. 

The SCADA_Laptop.vi application Publishes data on the DataSocket 
server to be able to exchange data with the corresponding application on 
the Industrial PC (SCADA_Industrial.vi) and also publishes data on the 
web servers that data can be exchanged with another or other computers. 
That is, from a computer connected to Internet, the application of the lap-
top PC can be accessed with the right address and this application of the 
laptop can access the application of the industrial PC thanks to the 
DataSocket server. 

The real-time calculation and data-gathering power are found in the In-
dustrial PC, which is equipped to support this requirement. 

The elements described up to now form part of the system in automatic 
mode, but the system also has a manual mode, through which it is possible 
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to manage the marine vehicle by means of a commercial modelling radio 
control. The signal sent by radio control is received by a receiver station 
installed on the marine vehicle. The receiver station has 4 channels which 
are: a PWM control signal for controlling the motor direction servos, an-
other for the speed variators, another channel for a relay with which it is 
possible to pass from automatic to manual mode by means of the radio 
control remote control, and the fourth for the inversion of the course direc-
tion. 

The switch from one mode to another is performed by means of a series 
of industrial relays, which also sirve to separate the power part from the 
control part. This provides security in the worst possible operating condi-
tions. The normal state of the system corresponds to the manual mode 
which the system remains in even when the electricity supply is lost, until 
a signal is sent by the PC to change to automatic mode. Once in automatic 
mode, the system management is passed on the industrial PC and the sys-
tem remains in this state until a signal is sent either by the PC or by the ra-
dio control handset to switch from automatic to manual mode. The radio 
control handset signal to switch from automatic to manual mode has preva-
lence over all others. 

3 Development of Software Support 

For the development of the software support, version 7.1 of LabVIEW 
(LabVIEW 7 Express User Manual, 2003) has been selected as the graphic 
programming environment, as this is an industry Standard and because it 
enables the simple undertaking of graphic interfaces in real time. Another 
important characteristic of LabVIEW is that it allows the testing of differ-
ent types of controllers and different types of communication protocols. 

Figure 3 shows the different control signals on the system actuators, 
such as  the propulsion speed control loop, the propulsion direction control 
loop and the stabiliser flan loops; the bow flap (T-Foil) and the stern flaps 
(Flaps). Each motor is controlled by a speed variator, a servomotor and a  
PWM circuit control. The analogue control signal from the data acquisition 
card can be the same for both motors, or there can be one for each motor. 
Thus, the gyro angle of the turbojet and the gyro speed of the engine are 
practically the same. 
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Fig. 3. Propulsion Control  

 
In this software support, all of the manoeuvres are programmed so that 

they can be performed automatically. To do this, the Industrial PC is 
equipped with an application called SCADA_Industrial.vi, which, apart 
from performing the manoeuvres, deals with the gathering and storage of 
the data from all of the instruments which make up the platform. To fulfil 
this mission, this process has a series of threads. Thread number 1 fulfils 
the task of taking and storing data from the electronic gyrocompass. 

Thread number 2 forms a heading control loop, using the most appropri-
ate control law, such as a PID. In this heading control thread, it is possible 
to modify the gyro angle of the turbojets manually or automatically de-
pending on the manoeuvre selected by the user on the graphic interface. 

Thread number 3 deals with the gathering of data at the GPS receiver, 
also using the Standard NMEA, with the following configuration data: 
9600 Baudios, 8 bits of data without parity and one stop bit. The most in-
teresting data from the chains of characters sent are position and speed. 
These data are used by the trajectory planner in order to monitor the trajec-
tory as precisely as possible.  

The last thread, number 4, performs a speed control algorithm with the 
data gathered by the GPS.  

When designing these threads, the real time needs of the system have 
been taken into account. High-level VIs (Virtual Instruments) have not 
been used as these consume time and resources, which is inadequate for 
the correct functioning of the system. This is why an appropriate support 
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has been designed to make an efficient use of the PC and to avoid the loss 
of data. 

In order to be able to configure the serial gate correctly using Lab-
VIEW, the VISA 3.0 installation needs to be installed. Among other tasks, 
this application detects the number of PC serial gates and allows them to 
be configured inside the application designed in LabVIEW. In order to 
support the NMEA 0813 protocol, the serial gate is configured with the 
following parameters: speed 4800 Baudios, 8 bits of data without parity 
and one stop bit. It was necessary to make an error-sifting algorithm as the 
character chains reach the computer with a host of errors. The fact of sift-
ing all of the data readings slows down the data acquisition process, so a 
compromise is made between speed of execution and reliability.  

3.1 Software Support Communications System 

The communication between the computer located on land and the one po-
sitioned on the sea vessel is made through a wireless network using WiFi 
(Wireless Fidelity) technology based on the standard 802.11g (Planet tech-
nology Corp, 2004). The laptop PC can in turn communicate with one or 
several PCs equipped with a 3G UMTS (3 generation Universal Mobile 
Telephone System) mobile telephone card with transmission speeds of 384 
Kbps. 

The connection will function at the maximum speed allowed for main-
taining an optimum transmission automatically. This is, for an 802.11g 
protocol: 54, 48, 36, 24, 18, 12, 9 or 6 Mbps. The speed will depend on the 
distance the client is from the point of access, on whether or not there is 
encrypting between the client and the point of access, on the existence of 
interference in the 2,4 Ghz band (mobile telephones, microwaves, …).  

The laptop links with the industrial PC through the access points by 
means of omnidirectional antennas which allow a distance between access 
points of around 250 metres, the result being the same as if the two pieces 
of equipment had been connected to a typical local area network. By hav-
ing an access point in repeater mode, the coverage is tripled, with the only 
drawback that the technical specification forbids WPA encrypting between 
two access points configured in repeater mode, so that all of the informa-
tion we send can only be encrypted in WEP (Wired Equivalent Privacy) 
mode, an encryptation which has proven to be vulnerable, even in its 128 
bit version. The laptop  PC also has a 3G PCMCIA card, which allows ac-
cess to Internet. Once connected to Internet, it is possible to connect with 
any other PC or PCs connected to Internet. These PCs may be connected to 
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Internet via an Ethernet cable or using a 3G PCMCIA card, as can be ob-
served in Figure 4.  

 

Point Access 1: Mode Repeater
Access Point 2: Point Access mode

Industrial  Pc

Laptop  Pc
wif i card  3G

Access  point 2

Access  point 1

 Pc
w ifi card

3G

 
Fig. 4. Elements that make up the wireless network 

 
The original antenna of the access point located on the ship has been 

changed for a longer omnidirectional one with improved characteristics. It 
should also be pointed out that the power of the radio control antenna cov-
ers a similar distance of communication. 

The decision to use this wireless network configuration and not to select 
one single access point and a wireless network card, is based on grounds of 
improving security in the communication and extending the reach of the 
wireless signal.  

Once it is verified that the network is properly configured and that there 
is communication between the various elements described above, the soft-
ware system can be designed without the risk of encountering communica-
tion problems. 

3.2 Publication of Vis in DataSocket Server and in Web Server 

In order to be able to access the SCADA type application being run on the 
Industrial PC via the wireless network and at the same time be able to ac-
cess this application from another or other PCs through Internet,  it was 
necessary to combine DataSocket technology and the web publication of 
LabVIEW,in the software support, as can be seen in Figure 5. 
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Fig. 5. Software System Applications 

 
There are two graphic interfaces with the same appearance: once called  

SCADA_Industrial.vi which is run on the Industrial PC and another called 
SCADA_Laptop.vi which is run on the laptop. These two applications in-
terchange information bidirectionally through the LabVIEW DataSocket 
server in the laptop. Any control modified by the use in the remote appli-
cation of the laptop will automatically be modified in the application of the 
Industrial PC. At the same time, the SCADA_Laptop.vi application pu-
blishes its data on the web server which is also in the laptop. Thus, any ot-
her PC connected to Internet may have access to this application and take 
over the control at any moment. A PC, or more than one PC, can be con-
nected through Internet, as can be observed in Figure 5. It must be borne in 
mind, however, that only one of them can assume control of the applica-
tion while the others can only visualise the data. 

The implemention of the communications system described above might 
have been undertaken using only DataSocket technology (NI DataSocket 
Server Help, 2003). However, apart form the SCADA_Industrial.vi for the 
Industrial PC and SCADA_Laptop.vi for the laptop, it would have been 
necessary to design one application for each computer connected to Inter-
net that wanted to connect to the laptop. This is why web server technol-
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ogy is also being used since, in this way, any computer connected to Inter-
net can access the laptop by typing in the corresponding address in a 
search engine, such as Internet Explorer, without the need to create a new 
application for each computer that wants to connect to the laptop. For all 
of these reasons, the most adequate solution is to combine DataSocket 
technology with the labVIEW web server technology. 

When using DataSocket technology, each of the controls of the  
SCADA_Industrial.vi application or the SCADA_Laptop.vi application 
which form the user interface, such as the scroll bars, on/off buttons, text 
frames, etc. are the elements denominated ‘ítems’. 

These ítems are published through a DataSocket Server capable of pub-
liching data so that other client processes can read them or write them. In 
our system, the SCADA_Laptop.vi application is connected to the  
DataSocket server where all of the items of this application are published, 
in reading and writing mode (Figure 6). In the same way, the  
SCADA_Industrial.vi application is connected to the DataSocket server 
through the wireless network to access the data published by the client ap-
plication of the laptop. The Client application of the Industrial PC sub-
scribes to the data published by the laptop and only has reading capacity, 
not writing. 

The DataSocket server shows on screen the numebr of client processes 
connected, in this case two, the client application of the industrial and lap-
top computers and the number of packages sent and received. It also has an 
option for limiting the maximum size of the packages so as to optimise the 
time of data-sending and receiving. 

The technology includes the DSTP (DataSocket Transfer Protocol) 
communication protocol used by LabVIEW,  a protocol based on TCP/IP. 
It is possible to connect the DataSocket server using DSTP URL, as shown 
in the following example. 

The URL below connects in the DataSocket server  the data called 
Item1 which is being run in the same computer, the local computer, which 
may be the laptop where the SCADA_Laptop.vi. application is available. 

 
 

Dstp://localhost/Item1 
 
The URL below connects the data from the industrial PC to the tiem 

called Item1 in the DataSocket server which is running in the laptop con-
nected to the wireless network. 
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Dstp://Direccion_PCPortatil/Item1 

 
In this way, data are exchanged through the wireless network between 

the industrial PC and the laptop with a single DataSocket server.  
Once the above-mentioned applications are connected to the wireless 

network using DataSocket technology, the network can access from an ex-
ternal network, such as Internet, the SCADA_Laptop.vi application via the 
web server. For this, it is necessary to key in the corresponding address in 
a search engine such as Internet Explorer. The parameters of this URL 
specify on the one hand the web server address, which in this case is the 
ardes of the laptop, ando n the other hand the name of the corresponding 
application (SCADA_Laptop.vi). The full address is given below: 

 
http://address.server.web/nameVI.htm 
 
The SCADA_Laptop.vi application of the laptop and the application 

embedded on a web page which can be seen when the corresponding ad-
dress is keyed in in Internet Explorer appear in Figure 7. 

 

Fig. 6. DataSocket communication 
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Data 
Flow 

PC connected to Internet 

SCADA_Laptop.vi 

Fig. 7. Communication via web between the Industrial PC and the laptop 
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4 Sea Trials with the Test Platform 

A ship may be capable of maintaining the projected path in the open sea, 
manoeuvring without danger in restricted ports and canals, and stopping 
within a reasonable distance, independently of the load and speed condi-
tions and the external disturbances of current, tide and/or wind 

Several tests are normally performed on a newly built ship, allowing the 
manoeuvring characteristics of the ship to be determined: evolution curve, 
zig-zag manoeuvre, “pull-out” manoeuvre and spiral manoeuvre (Lopez, 
2004). These tests allow the characteristics of the dynamic behaviour of 
the ship to be measured, an indication of its stability in a straight-line tra-
jectory to be obtained, the robustness and limitations of the control system 
to be assessed and the ship’s behaviour in emergency situations to be 
evaluated. 

Moreover, it is often necessary for the ship to undertake manoeuvres in 
cooperation with other ships, as in the case of aiding a damaged ship, tow-
ing manoeuvres and abarloamiento or mailing in proximity. 

With this platform, the various sea trials required to determine the steer-
ing and manoeuvring characteristics of the autonomous in-scale model of 
the TF-120 ship or any other ship can be performed, as well as manoeuvres 
for actions in cooperation with other ships. 

Moreover, the data obtained from the zig-zag tests and the evolution 
curve allow the identification (Amerongen, 1982) of a mathematical model 
of the ship which relates its gyro angle with the propulsion angle. With this 
mathematical model, controllers can be designed for the control of the 
above-mentioned manoeuvres and for the following of planned trajecto-
ries, all of which can be validated on the test platform as a stage prior to its 
actual implementation. 

All of the elements that make up the system, as described in the above 
sections, are of the industrial type, such as the Industrial PC which is 
equipped to withstand the vibrations and movements typical of a marine 
vehicle.  

4.1 Types of Sea Trials 

To verify the manoeuvring characteristics of the ship, several sea trials can 
be performed which allow the ship’s dynamic behaviour characteristics to 
be measured and its robustness and the limitations of the steering control 
system to be assessed (14TH ITTC,1975). The manoeuvre characteristics 
can be obtained systematically maintaining or changing a preestablished 
heading and ship’s speed. 
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 To determine the efficiency of the ship’s behaviour when maintaining the 
heading, the most suitable tests proposed are: direct and inverse spiral test 
and zig-zag manoeuvre with small rudder angles. To determine the quality 
of the behaviour in the change-of-heading manoeuvre, the recommended 
tests are the zig-zag manoeuvre,  the 15º of rudder evolution test and the 
change-of-heading manoeuvre. 

4.2 Development of Sea Trials with the Platform 

The various manoeuvres described above can be performed in the experi-
mentation platform developed. 

In order to perform the change of heading required in each of the ma-
noeuvres, the rotation angle of the in-scale TF-120 vessel model’s turbo-
jets is modified. Next, the data from the various instruments of the plat-
form such as the electronic gyrocompass and the GPS are gathered and 
stored. 

It should be noted that for the turning circle, the platform allows maxi-
mum rotation angles of around 30º to port and to starboard. 

The zig-zag manoeuvre is achieved by modifying, from the remote labo-
ratory, the rotation angle of the turbojet by 20º to starboard from the initial 
position of 0º (neutral position). Once this position is stored, the software 
support sends the command to change to a rotation angle of 20º to star-
board, which is kept for a specified time and is then changed to 20º to port, 
and so on alternatively to starboard and port until a total of 5 changes in 
the turbojets are made. 

In order to carry out the spiral manoeuvre trial in the remote laboratory, 
the marine vehicle must initially sail in a straight line. The rotation angle 
of the turbojets is then changed 25º to starboard and is kept thus until the 
system establishes itself. Then, the rotation angle is successively reduced 
by 5º each time until it reaches 25º to port. In the rotation angle range near 
0º, the angle is decreased to values lower than 5º in order to obtain more 
accurate data. 

The remote laboratory is capable of capturing the data on the heading of 
the vessel using a gyrocompass, of making a numerical derivation and thus 
obtaining the change of heading speed. This allows the pull-out manoeuvre 
to be performed. If the marine vehicle is stable for the straight line naviga-
tion, the change of heading speed, when the angle is modified from 20º to 
0º, should drop by the same value to starboard as to port. If not, the vessel 
is instable. 
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The results obtained in the remote experimentation platform for the in-
scale vehicle allow the behaviour of the real size vessel to be predicted. 
There is a formulation which relates the geometry, cinematics and dynam-
ics of the in-scale model with the real vessel, so that a good approximation 
of what the behaviour of the real vessel would be like can be achieved . 

4.3 Results of Sea Trials with the Plataform 

Figures 8 and 9 below show the results of the evolution curve manoeuvre 
made with the platform.  

Figure 8 show the curve for the evolution towards starboard. In the ab-
scissa axis, the number of samples captured with a sampling period of  100 
milisconds are represented. In the ordenates axis, the data on the heading 
measured with the electronic gyrocompass are shown as well as the gyro 
angle of the turbojets. In the case of the evolution towards port, a turbojet 
angle of 30º has been set. This figure shows a first phase of approximation, 
typical of the manoeuvre, in which the heading of the physical model re-
mains constant with a turbojet angle of 0º. Then, the  turbojet angle is 
modified to 30º, which is when the physical model begins to rotate towards 
port, and this turbojet angle is maintained until the model passes 360º 
twice to perform the full manoeuvre (Bech, 1968). 

 

 
 
 
 

Fig. 8 Evolution towards port curve. 

Figure 9 shows the evolution towards starboard curve, following the 
same philosophy as for the port manoeuvre. For this curve, a turbojet rota-
tion of  -30º has been set. 

Heading:  
Turbojet Angle: 
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Fig. 9 Evolution towards starboard curve 

 
In the development of these trials, a constant position of 0º degrees has 

been set for the bow flaps and 7,5º for the stern T-foil. 

5 Conclusions 

A test platform for marine vehicles has been designed in which an installa-
tion has been designed and set up with the actuators and instrumentation 
necessary for carrying out the data-gathering and control of the platform in 
such a way that an optimum monitoring of the trajectories can be per-
formed. A software system has been designed for this platform which is 
equipped with a wireless network for communicating the vehicle with the 
laptop on land and there is also the possibility of accessing this network 
through Internet. The application designed deals with the gathering of data 
and the control of the physical model of the Turbo-Ferry TF-120. 

In the development, construction and implementation of this platform, it 
was necessary to dedicate some considerable time to the adjustment and 
setting up stage, before achieving an optimum functioning of all the ele-
ments that make up the platform. It is essential, moreover, to carry out a 
thorough and exhaustive maintenance of the precision elements that make 
up the propulsion as these are affected by sea waters. 

Heading:  
Turbojet Angle: 
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The correct functioning of the installation in the  man-
ual/automatic/manual operating modes has been verified. The correct func-
tioning of the electronic gyrocompass has been checked, thus discarding 
any possibility of electromagnetic incompatability. 

The distribution of the cabling of the electrical installation and the cen-
tralisation of all of the input and output signals in an electric box consider-
able reduces the time of detection of faults and maintenance. Moreover, 
the correct labelling of the cables allows the simple and fase modification 
and amplification of the installation. In this way, the platform is endowed 
with modularity for future modifications. The cabling and the magneto-
thermal protection of the motors has been adequately dimensioned to avoid 
faults in the worst posible cases. 

It has been verified that the establishment of communications through 
the wireless network is correct. To do this, the communication between 
each PC and their access point and also the bidirectional communication 
between each PC and its point of access are verified. Once these chacks 
have been made, the data published on the web server of the Industrial PC 
can be accessed from the laptop without any problem. Communication be-
tween the 3G PCMCIA of the laptop and Internet is also verified as well as 
the correct communication between another or other PCs to Internet, 
whether it be using ethernet cable or other 3G PCMCIA cards. LabVIEW 
allows the connection to the web server of up to a maximum of five 5 PCs. 
The software support design is intended to make an efficient use of the 
CPU memory and resources.  

This environment also includes stabilisation elements: a T-foil and the 
stern flaps which serve to stabilise the vertical movements of the physical 
model. Fins can be added without any great difficulty with their corre-
sponding servomotor for the improvement of the sway movement of the 
physical model in the near future. 
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CHAPTER 13  

MILANA: a low cost glider used for building a 
map of the Barcelona sea bed. 

J. AMAT1, O. ESCOTE2, M. FRIGOLA2, X. GIRALT2 and A. 
HERNANSANZ2 

1Institut of Robotics, UPC-CSIC; 2 Research Group on Intelligent Robots 
and Systems, GRINS, UPC manel.frigola@upc.edu 

A low cost versatile glider has been designed to navigate along the Barce-
lona shore and used to extract the profile of the marine platform. A virtual 
navigation system allows making a realistic reconstruction of the sea bot-
tom from a set of real images obtained from a camera located in the glider. 
 
  

1 Introduction 

The main goal of the Milana project has been the development of a plat-
form with auto control capacity, which allows obtaining high quality im-
ages of the sea bottom. The project has been motivated by the need of the 
Barcelona city Hall of supervising the evolution of the Barcelona shore sea 
bottom as a result of the control and filtering of residual waters in the city 
and surroundings (see Fig.1) and providing the means of showing the re-
sults to the society as well. 
   In order to obtain these high quality images, it is necessary that the dis-
tance between the camera and the sea bed changes only slightly along the 
navigation over the surface to be swept. The generation of a unique large 
size image, a mosaic, from a succession of images, requires that the resolu-
tion of the original images is kept as uniform as possible (see Fig. 2). The 
fitting of the set of partial images, obtained along the sweeping of the zone 
of interest, carries with it the adjustment of the zoom and the juxtaposition 
limits for every one of them. 
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Fig. 1 Map of the Barcelona shore with        Fig. 2 Acquisition of a sequence  
indication of the zone to be explored             of images 

 
The developed underwater vehicle (see Fig. 3), is not self-propelled, it is 

instead tugged by a support ship. Therefore the vehicle is simple and light 
compared to other explorer vehicles. The function of the umbilical cable is 
not only tugging the underwater vehicle, but also to transmit power and 
data from the glider. 

To control the depth of the vehicle, the glider is provided with a pair of 
ailerons placed on its two lateral sides. The variation of the ailerons orien-
tation is produced by the actuator located on the auxiliary boat that tugs the 
vehicle through the umbilical cable. The umbilical cable is composed of 
two traction wires and an additional one for power and communications. 
(see Fig.4).  

2 Aileron Control 

The depth control of the underwater vehicle is performed from the infor-
mation obtained by the sensors available both in the vehicle and in the sup-
port boat. 
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 Fig. 3 View of Milana, underwater vehicle for underwater exploration  
 

 

 

 Fig. 1 View of Milana, underwater vehicle for underwater exploration  
 

Fig. 4 Milana operating mode 
. 
 The profile of the sea bottom is obtained in advance by the probe lo-
cated in the tugging boat. The anticipation is related to the distance from 
the ship to the glider X that is first estimated from the measurement of 
length of the umbilical cable and from the glider depth P. The depth of the 
vehicle is measured using a pressure sensor and its attitude Q with a probe. 
 The control of the vehicle ailerons is carried out using a PD algorithm, 
(see Fig. 5). The derivative component of the PD algorithm is given by the 
depth variations, H', obtained from the probe located in the boat, and ap-
plying a delay τ that is a function of the advancing speed and the horizon-
tal distance, X, between the ship and the glider. The proportional compo-
nent is given by the depth signal P, measured by the pressure sensor 
located in the underwater capsule. 
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 The data obtained of the variation of distances from the vehicle to the 
sea bottom, Q, are used to compare the function (P+Q)(t) with H(t+τ). The 
comparison is used to update the value of the delay τ of the depth meas-
ured from the boat, as well as to correct the errors resulting from the 
evaluation of X. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Control of the ailerons of the capsule 

3 Image Acquisition and Mapping 

The objective of the image acquisition process is to capture and store all 
the required images to build the map in an efficient way. An efficient use 
of the storage capacity implies the possibility of mapping the images on-
line. Unfortunately, this option is actually unachievable by regular com-
puters due to the large areas that need to be covered and the big quantity of 
images involved. Relinquishing to an on-line mapping strategy to avoid the 
need of having available high performance computers on board, the whole 
process is divided into three main steps: 1) sequential image acquisition 
and storage, 2) off-line mapping and 3) regular map mosaicing. The whole 
structure of the system is shown in figure 6.  

3.1 Sequential Image Acquisition and Storage 

There are two basic strategies that can be followed when acquiring images 
for mapping purposes: acquiring images at a constant rate, or acquiring 
them equally spaced. Acquiring images at a constant rate is the simplest 
option since only the sampling time needs to be adjusted. The storage unit 
does not need to be integrated into the vehicle control system, thus, cutting 
down the cost of the equipment. However, this strategy has a drawback if 
the vehicle speed is not constant. It either can  produce  too  many  images  

X 
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Fig 6. Overall system structure 

 
when the ship slows down or leave areas uncovered when the vehicle 
speed increases. Therefore, the selected solution is the second one.  

Acquiring equally spaced images requires taking a new image when the 
displacement surpasses a certain value. This value is usually a part (p) of 
the width (W) of the area covered by the last acquired image so as to assure 
an overlapping between two consecutive images. Considering that the 
cruise speed Vc of the ship and the altitude A of the glider have low dynam-
ics compared to the image acquisition time, and being α the angle of the 
camera, the variable sampling period (T) that provides an approximate 
overlapping p between images is: 

 

cV
ApT )2/tan(2)1( α⋅⋅

⋅−=    (1) 

The adjustment of the overlapping value p (0 < p < 1) results from a 
trade-off between incrementing the storage needs (high values of p) and 
the risk of producing "blind spots" (values of p near 0).  Usually, the value 
p is set between 20 and 30% of the image size in order to guarantee a rea-
sonable overlapping. Once the value of p is decided, a time-out event will 
trigger every snapshot after a lapse of T seconds. This period is regularly 
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updated at each new instant using Equation (1) to adjust to the ship speed. 
Jointly with each image, the position (obtained from a GPS device), the 
ship heading and glider altitude are stored in a removable HD system. 
Every time a HD, is full the software for data acquisition changes to an-
other removable device and notifies the user so as he can decide about the 
convenience of replacing it or not.    

After sweeping the area with the camera glider (see Fig. 7) an off-line 
process will generate the map from the real images. 

 

  
 

Fig 7. The Milana glider exploring the sea bottom 

3.2 Off-line Mapping 

The process of image mapping consists in finding the projection parame-
ters of each image (Gracias 2000) (Negahdaripour 2001). Projection pa-
rameters are needed to render each image to its correct place. Therefore, 
the process of mapping relies on finding the image transformation (transla-
tions, rotations, zoom, etc) that best fits with its neighboring images. Here, 
translations are estimated directly from the data obtained from the GPS lo-
cated in the ship, while the glider altitude and ship heading values are used 
for finding better image adjustments. The mapping procedure knows for 
each image the resolution (pixels/meter), data which is obtained from the 
glider altitude information and from the camera field of view, adjusting the 
image zoom accordingly. Also, the vertical rotation of each image is esti-
mated using the ship heading. This correspondence (ship heading vs. glider 
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orientation) is an approximation that is precise enough when the ship 
traces a straight line. In tacks this assumption is not correct, and further-
more, the relationship between the glider position, estimated from the 
length of the tugging cable, and the data from the GPS, does not allow es-
timating the real camera (glider) position. Nevertheless, if the maneuvers 
are correct the tacks will be outside the ROI (region of interest). Conse-
quently, the mapping discards the images that are outside the ROI or those 
acquired when the ship is changing its course. 

Nevertheless, even using the GPS and ship heading information, images 
do not fit adequately. The image positions need to be adjusted more pre-
cisely before the tessellation process. Tesselation is the most time consum-
ing task because each image vertex has to be deformed in order to find the 
best adjustment with its neighboring images, however the image center is 
left quasi-unaltered. The reason for imposing this restriction is avoiding er-
ror propagation; otherwise each new adjustment would shift each image a 
little bit, producing at the end a deformed map. To avoid this distortion, 
only the vertexes position is altered a given percentage of the image size 
(see Fig. 8). 

 
Fig. 8. Vertex deformation for fine image adjustment 

 
The method proposed for measuring the correctness of an image ad-

justment is the joint entropy, as used frequently in image registration 
(Delso, 2004)(Pluim,2003)(Wein 2003).  

 

∑−=
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Where p (i, j.) stands for joint probability distribution, estimated from grey 
level image intensities. It is considered that two images fit correctly one to 
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each other when one is transformed with respect to the other, in such a way 
that the joint entropy is minimized. 

3.3 Regular Map Mosaicing 

In the visualization phase the images that turn up into the screen of the 
browser are made by juxtaposition of orthogonal images. These orthogonal 
images are part of the grid created by the mosaicing process. This module 
is in charge of dividing the chosen area of navigation into sub-images (mo-
saic of orthogonal images) of 512 x 512 pixels. For obtaining a correct 
visualization in the unions between images, these sub-images are gener-
ated mixing the acquired images smoothly at the pixel level.  

In order to fill in the empty zones of the resulting map it is necessary to 
generate synthetic transition images that give the impression of continuity 
between zones. The transition images are generated from the real images 
that characterize each zone. From the images that characterize each zone, 
new synthetic images are generated mixing their different textures accord-
ing to two visual factors. The factors chosen for mixing textures are the 
distances between zones and binary masks that can provide a more "natu-
ral" appearance between zones. These binary masks, used as color keying 
between images, are created from the textures of the original images, mak-
ing the transitions more abrupt when there are objects present in the scene. 
In order to not extend a transition indefinitely, the transition adjustments 
do not go beyond two meters of the border.  

4 Virtual Navigation 

With the goal to visualize the sea bottom using low cost equipment, a pro-
gram that allows the virtual navigation in personal computers has been de-
veloped. This program uses the standard OpenGL libraries that offer rea-
sonable performances when used with 3D graphic accelerator cards. The 
virtual navigator allows a smooth navigation while visualizing the mosaic 
of images of the sea bottom. Figure 9 shows the structure of the graphical 
interface. The program allows the visualization of the whole Barcelona sea 
bed in an interactive way: the user can interact with the browser choosing 
speed, direction, depth and angle of inclination of the virtual camera.  

To be able to navigate continuously in real time the system limits the 
maximum distance of the scene that can be visualized. This limitation is 
due to the fact that visualization of extensive areas with a sensation of con-



MILANA: a low cost glider used for building a map of the Barcelona sea 
bed.      303 

tinuous movement in real time is not possible using conventional com-
puters (Lindstrom 2002). 

 

 
 

 

Fig. 9 View of the browser during virtual sailing along the sea bed. 
 

During navigation the system reports extra information when the user 
approaches singulars structures. The system supplies information about 
type of artificial reefs that are being visualized, technical information (di-
mensions, weight, materials) and which biotope properties make it more 
suitable for accommodating one or another type of aquatic life (Yamamuro 
2002).  

5 Conclusions 

The Milana robot has been tested in the process of obtaining images of the 
sea bottom in the Barcelona shore. The images have been taken at a dis-
tance of two meters of the sea bottom. The variations of the zoom pro-
duced by the fluctuations in height of the trajectory achieved by the robot 
are compensated through a rescaling of the size of each image. For that, a 
depth function, polynomial, obtained by extrapolation of the last four 
measures acquired by the probe endowed in the robot is used. The reduc-
tion of the fluctuations in height during navigation is achieved using the 
depth control function, which is obtained from the support ship. This depth 
function provides a set point some time in advance considering the varia-
tions of the orography of the marine platform. With this strategy, and 
tracking a bottom surface with soft gradients, the height oscillation band 
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was less than +/- 40 cm for the 95% of the navigation time.  These oscilla-
tions are considered short enough for acquiring snapshots that are later cut 
and resized so as to perform their fitting. These short limits have been 
achieved by reducing the surface of the ailerons that control depth. This 
reduction in size decreases the capacity of overcoming sudden reefs as 
well. At present, the capability of modifying the trajectory height is close 
to 20% of the vehicle speed, that is, advancing with a speed of 3knots 
(1.54 m/sec) the maximum depth variation is approximately 0.3 m/sec. 

The robot Milana, the glider, can also be used in inspection tasks having 
linear fixtures such as cables, pipes or other similar elements. 
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The initial step of a recently started research on marine crafts cooperation 
has been to decide, after some analysis, several marine operations 
requiring the cooperation of a set of ships, having virtual and/or physical 
links. The target of the research is to obtain procedures to be embodied 
into ships on-board computers to help captains to accomplish cooperative 
marine operations. This chapter proposes the case of two ships confining a 
spill over by towing a boom. The boom exerts an important interaction 
with ships heading. The case is modeled and simulated. Several phases of 
the operation are identified and, in each phase, the need of cooperative 
control is shown. The planning of the operation, together with trajectory 
optimization aspects are considered. Some initial experimental studies are 
also introduced. 

1 Introduction 

Recently we started a line of research on marine operations that require 
cooperation among several ships. The aim of the research is to propose 
ways of introducing automatization in these operations. In particular we 
are interested in protocols and cooperation modes. One of the ideas we are 
handling is to create a system of verbal orders to be understood both by 
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captains and on-board computers, in order to have the ships participating 
in a certain operation being able to converse. 

The general procedure of the research is to propose certain archetypical 
scenarios, analyze them in simulation and, if possible, conduct scaled 
down experiments. For instance, we consider scenarios with virtual or real 
links between ships, like in cases of formations, towing, transfers, etc. 
There are other scenarios with no links, but having positional restrictions, 
which may be caused by real obstacles or by the need to avoid certain 
zones (for instance, due to traffic rules). Rescue or patrolling scenarios 
may require scanning methods. Etc. 

Our general purpose is to study in the marine context the topic of 
cooperation between mobile physical agents. An important peculiarity of 
marine surface vehicles is that sway motion cannot be directly controlled, 
unless dynamic positioning actuators are provided. In our research on 
marine cooperation we take advantage of the experience acquired with 
seakeeping control (Giron-Sierra, Esteban, et al., 2005), since for this 
research we developed and built autonomous scaled ships for experimental 
purposes. A relevant reference about ship control is (Fossen, 2002). 

The topic of multi robot cooperation (Cao, et al., 1997; Parker, 2000; 
Farinelli, et al., 2004) is related with the broader context of multi agent 
interaction (Billard, 2004; Liu, 2001; Weiss, 1999). Interesting new 
aspects have been introduced in (Kumar, et al., 2005). In particular, 
formation control (Balch and Arkin, 1998; Tanner, et al., 2004) has been 
developed to a large extent. Formation control has been translated to the 
marine context by (Ikeda, et al., 2005), on UAVs, and by (Skjetne, et al., 
2003).on ships.  

Let us cite several papers on marine crafts coordination: (Johansen, et 
al., 2003) on towing, (Kyrkjebo and Pettersen, 2003; Kyrkjebo, et al., 
2004) on ship rendezvous operations, (Morishita, et al., 2004) on 
offloading operations, and (Soetanto, et al., 2003) on coordinated motion 
control. 

In this paper we deal in particular with two ships towing a boom for 
spillage over confinement. It is a simplified scenario that can be expanded 
to more linked ships. The case has been already introduced in some of our 
recent papers (Giron-Sierra, Jimenez, et al., 2005), but now we want to 
work it more in detail and show some preliminary experimental results. 

The order of the chapter is the following: first we describe the spillage 
scenario to be considered, then we obtain a mathematical model of the 
dynamics and conduct some experiments in simulation, these experiments 
show the control problems that should be solved in a cooperative manner, 
then we attack two interrelated problems: the trajectory optimization and 
the planning of team maneuvers, then we use scaled down autonomous 
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Ship 1 

Ship 2 
Boom 

Oil leakage Hinge 

ships for experimental checking. The chapter ends with some conclusions 
and a look at future research. 

2 The Spill Over Confinement Scenario 

Figure 1 shows a conceptual view of the scenario. Two ships depart from 
the coast, towing a boom, and must obtain a good confinement of a 
spillage. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Conceptual scenario 

 
We can distinguish four main steps in the operation: 
 

• Start towing the boom 
• Some maneuvers for approaching the spill over 
• Deployment 
• Closing and towing 

 
There are several problems to be solved in each step, for instance, the 

optimization of the approach angle to the spillage (which probably will 
have an irregular shape). The team organization could vary for each step. 
For instance, ship 1 position could be appropriate for the ship 1 to be the 
chief in certain circumstances, but this can change in other circumstances 
so it could be more convenient the ship2 to be the chief. Or even none of 
them should be the chief. There are also control problems, since the two 
ships physically interact. 
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3 Model of the Two Ships with the Boom 

We suppose the boom can exert a significant torque on the ships. That 
implies an interesting course control problem. Figure 2 shows the variables 
considered to establish a mathematical model of the dynamics of the two 
ships towing the boom: 
 

 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Variables of the mathematical model 
 
 
The motion of a ship, in the x-y plane, can be modeled as a first simple 

approximation with the following equations: 
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The motion of the boom, which is attached to the ships, is deduced by 

first considering a link and then combining several links (imposing the 
corresponding closing conditions). The motion of a single generic link is 
given by: 

 
 ( )( )
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i
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                        (4) 

 
Were, Ti represents the strain in a tip of the link, νi is a normal vector, pi 

is a vector opposite to the sense of the link, q and s represent longitudinal 
and perpendicular drag coefficients and m is the mass of the link. 

And the link rotation is described as: 
 

  ( ) ( ) iiiiiiii IAlnTlnT αω =−⋅+⋅ −+ ,11,                              (5) 
 

Were l is half the length of the link, A is a drag coefficient, and I is the 
moment of inertia. 

 
The closing condition is, 
 

  011 =−−− ++ iiii rplplr                                        (6) 

4 Simulation of the Team Motion 

A simulation environment has been developed in C++, with the ships 
being objects with dynamic behavior (actually, the ship objects have 
autonomous decision capabilities, so they can be considered as agents). 

Let us consider the first step of the operation. Both ships start with a 
stretched boom. So much stretching is not very realistic, but it helps to see 
initial problems. Figure 3 shows a screen of the simulation. 
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Fig. 3. Simulation of the first operation step 
  
Both ships try to go in parallel, along a straight path. The results are 

computed for a boom composed of twenty elements, when no correction of 
course is applied to the ships. The arrows in the extremes represent the 
successive positions and orientations of both ships. The boom has been 
represented by lines with a circle in the centre of each element. The boom 
pulls the stern of the ships, and the ships rotate. Eventually, both ships 
make a tug of war. The need of a control action on the rudders, to 
counteract the boom tug, is clear. 

Let us consider now a turn. Figure 4 shows a screen of the simulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Simulation of a turn 

m

m
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The turns have been performed controlling individually the course of the 
ships. As a result, when the ships reach their course set points, the ship 
located at the left end of the boom has fallen behind. 

It is clear that such maneuver requires some kind of coordination to be 
correctly performed. 

These results are clear examples of how it is necessary to employ a 
common control strategy for both ships under this particular scenario. 

The basic control system has been implemented taking into account that 
both ships should perform encompassed maneuvers. As a consequence, the 
set points are established in two levels:  
• A first level allows dealing with general requirements that should be 

negotiated at a higher level; (examples are a common cruise speed or a 
common course). These set points will depend on the particular 
operation stage but they have coarse influence in the propulsion and 
rudder systems of the ships.  

• A second level involves a finer outlook on the system state, 
establishing set points for shared variables, such as mutual distance or 
common alignment. In this way, a subtle but necessary distinction has 
been performed between common variables: those variables which 
should have the same value for both ships, and shared variables: those 
variables which value depends on both ships at the same time. 

Coming back to the particular scenario under study, speed control for 
each ship depends on common speed set point but also in the relative 
orientation of its course with the line that links both ships. Figure 5 shows 
a schematic view of the effect of this speed control. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Alignment control: speed control is affected by the value of θi 
 
The set point for θi is π/2, a larger angle slows down the ship and a 

smaller one speeds it up. 
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On the other hand, course control, depends on the distance between the 
ships, There is a set point for this distance and ships will turn inwards or 
outwards their common trajectory accordingly. 

This two shared variables plus a simple PID feedback control system 
appears to be enough to control the system properly. 

Figure shows 6 a more complex maneuver, in which the ships, departing 
from repose, take a 45º course and at the same time approach each other 
till reaching a predetermined 'cruise distance' between them. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Combined maneuver, including a turn and the 
 mutual approach of the ships. 

 
As can be seen in figure 6, both ships take gradually their new course, 

covering the left ship a large distance.  
At the end of the maneuver, the ships are correctly aligned with the 

normal direction to their common course. It is also valuable to pay 
attention to the movement of the boom during the maneuver. As can be 
seen, the boom has its own dynamics induced by the ships motion. The left 
ship speed up to overcome its larger trajectory, giving the boom a tug. This 
jerk propagates along the boom shifting it towards the left ship. This effect 
reaches a maximum shortly after the ships have reached their course set 
point. Eventually, the boom stabilizes again, taking a typical catenary's 
shape. 

m
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This introduces another set of restrictions: speed and course changes 
must take into account their effect over the boom dynamics, otherwise the 
strains in the boom could damage it or seriously disturb the system 
performance. 

The problem can be tackled in several ways. One possible approach is to 
employ an upper supervisory level which, according to the current state of 
the system, performs a path planning to achieve a safe trajectory until the 
desired set point is eventually reached. 

Figure 7 shows an example of a course change of 135º. In this case, the 
path planning has changed the course set point for the ships gradually to 
assure a minimum jerk on the boom. As a consequence, the turn takes a 
radio of roughly 100 meters but the boom experiment almost no lateral 
shift. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. A smooth 135º turn. 

5 Multi Pseudo Bang Bang Control Optimization for Ship 
Trajectory Planning 

Usually the ships participating in a scenario must go from one location to 
another, and must change their attitude. We want to calculate before the 
operation satisfactory trajectories for the ships.  

The main idea in this section is to mimic the typical maneuvers with 
cars, which usually are of the type “partial” bang-bang (turn the wheel first 
to one side, then to the other side). When we say “partial” we refer that 
frequently it is not necessary to reach the wheel angular limits. The 
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trajectory obtained is of sigmoid nature. The reason for this type of 
maneuvers is that cars are non-holonomic.  

Conventional ships are usually non-holonomic. Moreover, contrary to 
the normal behavior of cars, the ships exhibit sway motions when turning. 

There is an increasing interest on the control of non-holonomic vehicles, 
moreover when coordination of multiple vehicles is desired (Kumar, et al., 
2005; Bloch, 2003; Baillieul and Suri, 2003). 

We are going to consider three phases in a trajectory, say from haven to 
a ship in danger near the coast. The first phase is devoted to abandon the 
haven and get a good heading towards the target. The last phase is devoted 
to take the right attitude to get close to the target. The middle phase just 
connects the other phases. We shall consider a partial bang-bang for the 
first phase and another partial bang-bang for the last phase. The middle 
phase may be an arc. 

It turns out that planning is a complete topic, with old roots in the 
robotics context. An extensive review is given by (LaValle, 2006). There 
is a distinction between path planning, which is geometry, and trajectory 
planning that also considers time. A closely related topic is trajectory 
optimization, which is reviewed in (Betts, 1998).  

In this section, the trajectory is embedded into the problem of control 
actions along time. The results we are to obtain are directly applicable by 
ships, since what is obtained is a sequence of control actions that the ships 
can implement (the control authority is inside the range allowed by the 
ship actuators). 

The problem considered in the section involves a multiobjective 
optimization (Miettinen, 1999). A good approach for this kind of problems 
is to consider Pareto fronts, trying to get appropriate agreements. This kind 
of criteria can be easily considered in the general context of Genetic 
Algorithms (Goldberg, 1989; Michalewicz, 1999). 

Taking advantage of our previous experience with genetic algorithms 
(Esteban, et al., 2002), we state the partial bang bang maneuvers in terms 
of chromosomes. A multi-objective criterion to be optimized by the ship 
trajectory is established. The genetic algorithm gets with modes 
computational cost a satisfactory solution. This solution is a simple 
sequence of 5 control orders (each one consists in a time and a torque 
constant value to be applied from this time to the next). 

The control planning method can first be applied off-line, to obtain a 
control plan for the experimental ships, and then can be re-applied on-line 
to compensate for perturbations effects. This seems to be an interesting 
approach in light of the Brockett theorem (Brockett, 1990; Aguiar and 
Pascoal, 2002). 
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In relation with the use of Genetic Algorithms for marine path planning, 
there are some papers like  (Kwiesielewicz, 2000; Tan, et al., 2004; 
Alvarez, et al., 2004) for AUVs 

5.1 Mathematical Model of Single Ship Motion 

The mathematical model we take for the ship is a subset of the standard six 
differential equations (Lloyd, 1998), three for longitudinal motions and 
three for lateral motions, that constitute a linear approximation with 
variable coefficients (added masses, damping, restoring forces). 

The equations selected for the research are the following: 
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where suffix 1 is surge, suffix 2 is sway, and suffix 6 is yaw. Note that 

there are no restoring forces. 
Using Laplace transform to obtain polynomials, and then using 

Cramer’s rule with the following terms: 
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We finally obtain 
 



316      Robotics and Automation in the Maritime Industries 

-1 0 1 2 3 4 5 6
0

1

2

3

4

5

6

7

8

9
trayectory

⎭
⎬
⎫

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++−
+−+

+

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎩
⎨
⎧−

=⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

6

2

222262

6666266666

6

2

6

2

)()(
)()(

1

F
F

amama
aIaaI

x
x

HJ
GF

Nx
x

  (9) 

 
The coefficients in these equations have been determined with 

experiments using the scaled ships in the basin. 
Figure 8 shows an example of ship trajectory, obtained for the 

maximum yaw torques that the ship actuators (we use waterjets) can yield, 
except for the middle arc where a soft yaw torque has been applied. The 
dimensions are given in meters; the experiments must fit the dimensions of 
the basin. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8. Example of ship trajectory using five arcs. 

5.2 Genetic Procedure 

The two main issues for the application of Genetic Algorithms are the 
codification in terms of chromosomes and the definition of a fitting 
function. 

For the chromosomes we use integer quantities, from 0 to 999. Suppose 
for instance that we have the number 374, corresponding to the yaw torque 
in the middle arc. That means that 37.4 percent of the maximum yaw 
torque will be applied in this arc. The chromosomes contain ten integer 
quantities, corresponding to start time and yaw torque for each of the five 
arcs. Figure 9 shows a chromosome. Every cell in the diagram has three 
integer numbers inside. 
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Fig.9. Structure of chromosomes. 
 
Each chromosome means a specification of the control effort (partial 

bang bangs) along the operation. By using the ship mathematical model, 
the GA evaluates the chromosomes, obtaining and evaluating the ship 
trajectory obtained by the control efforts. This is the GA fitting function. A 
multi-objective criterion is defined for trajectories evaluation. There are 
two groups of objectives: 

• The primary objectives are to get precisely to the target 
position, with the specified attitude angle. 

• The secondary objectives are time and energy minimization. 
Both groups are treated with Pareto fronts. When a good compromise is 

obtained in the first group, the Genetic Algorithm searches for another 
good compromise in the second group and then, it comes back to refine the 
first compromise, and so on, till no significant improvements are gained 
keeping iterating. 

5.3 Some Results 

Figures 10,11 and 12 show the results obtained for a ship starting from 
position (0,0) and attitude pi/2, and going to position (20,60) and attitude –
pi/2. The curves represent the trajectory and the partial bang bang control 
efforts. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Example of five arcs trajectory and partial  
       bang bang control 
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Fig. 11. Partial bang bang control for the 
       example above. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 12. Evolution of ship’s yaw angle for the 
       example above. 

5.4 Two Ships 

The control planning method just introduced was conceived taking into 
account ship formations, where the motion problem may be decomposed 
into two: to move the “centre of gravity (CoG)” of the formation along a 
feasible trajectory, and to keep or change the formation along the trajectory 
(with reference to the CoG). However, we also recently considered the 
control planning for several ships at the same time. We started with two 
ships, extending in a simple way the partial bang bang idea. 
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The scenario consists in two ships that must go to a target position and 
attitude angle, keeping their mutual distance and angle into a certain range 
(for instance, it may happen that both ships are towing a boom). 

Since in a turn one of the ships must go faster than the other, surge force 
control was introduced. To restrict the heuristic searching space, one of the 
ships has much less surge force range than the other: that means that one 
of the ships will advance at almost constant speed, while the other can 
change it in a more flexible way). 

The chromosomes were extended to include five arcs for ship1, and 
another five arcs for ship2. In each of the arcs the chromosome specifies 
its timing, surge force and yaw moment.  

A “virtual ship” was introduced, that goes in parallel to ship1 at fixed 
distance D. The position error of the ship2 with respect to the virtual ship 
is measured along each candidate trajectory. The maximum positional 
error is minimized as one of the objectives to be taken into account by the 
multiobjective optimization. 

Figures 13, 14, 15 and 16 show several aspects of the solution obtained 
for the case of coming from the haven with pi/2 to a target with –pi/2.  

Figure 13 shows with dashes the “virtual ship” trajectory, ship2 stays 
between the virtual ship and ship1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 13. Trajectories of ship1, virtual ship, and ship2 
       with partial bang bang control. 
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Fig. 14. Surge controls for the two ships. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 15. Yaw control for the two ships.. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 16. Yaw angles of both ships along  
 their  trajectories. 
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The control profile is described with simple vectors (with ten float 
numbers) that can be easily injected into ship on-board processors for 
experimental execution. 

The partial bang bang idea can be extended to in-line application, during 
actual ship motion. For instance, a mathematical model of the ship can be 
used on-board to determine when the real trajectory deviates too much 
from the desired trajectory, and then intervene with a partial bang bang 
corrective maneuver. 

6 Autonomous scaled ship for experimental studies 

As said before, in our research a set of scenarios requiring ship cooperation 
have been selected. For instance spill over confinement, different types of 
formations, and rescue operations. The target of the research is to propose 
ways of automatization, by means of verbal orders between computers on 
the bridge of the ships involved in an operation (under the supervision of 
captains). 

Indeed the research can progress only in terms of computer simulations. 
However, we wish to have experimental verification, since in a research 
with a marked accent of initial exploration it is fruitful to run experiments, 
to promote discovering. 

Since some experience has been gained with our research with scaled 
fast ships, for seakeeping control purposes, we take advantage of it to 
develop a set of autonomous scaled ships for robotic cooperation studies 
on water surface. 

In this chapter we are considering an experimental scenario where two 
robot ships tow a boom, and deploy it for spill over confinement. The 
autonomous ships must know where they are, must control their motion, 
and must exchange messages. These are the main functions that an on-
board system must assume. 

Fig. 17 shows a block diagram with the hardware that executes the 
functions that have been implemented for our ships. This is the hardware 
that we are going to control. 
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Fig. 17. Block diagram of the ship on-board system 

The heart of the on-board system is a low-power small size embedded 
PC. We added a digital compass with good precision and adequate 
sampling rate. A digital packet radio link has been included, for the ships 
to exchange messages. This radio manages important things like the media 
access control. With the servo controller, the system can easily control 
many servos, 8 in our ships: this has been useful for ship’s heading and 
speed control. We also have included a digital wireless receiver, which we 
use to give simple digital signals, like reset and some others that the 
processor can handle. The rest of the system is a manual radio-controlled 
system, used to move and rescue the ships in case of fail. The system then 
connects to some servos, the actuators that will move the ships. 

The on-board system has been put into a hermetic box, with connectors. 
This box can be seen as a black box; only taking care of its inputs, power 
and control signals; and outputs, servo connections and info signals (status 
LEDs, in this implementation). This way the box can be used in a wide 
range of autonomous vehicles, even real scale, for many different 
applications: not only ships, although it is heavily focused on this. This is 
the reason why we denote this as the “Universal Box”. Fig. 18 shows a 
photograph of it. 
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Fig. 18. The ‘Universal Box’ 

For our initial experiments two scaled ships have been completely built, 
and three more are under way. The ships use orientable waterjets for 
propulsion and motion control. One box is inside every ship. Fig. 19 and 
Fig. 20 show a photograph of them. 

 

 
Fig. 19. Frontal view of the scaled ships 



324      Robotics and Automation in the Maritime Industries 

 
Fig. 20. Lateral view of the scaled ships 

7 A ship Language for Cooperation 

Fig. 21 shows a diagram with the software architecture of the program, 
which governs the ship behavior: 
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Fig. 21. On-board software architecture 
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As depicted in the figure, we have a main process that uses lower 

modules, organized as a software library.  This library offers high level 
routines to handle the ship, and isolates coordination, decision and control 
from low level tasks, like timers, virtual machine execution and serial port 
communication. These tasks work in a parallel way, simulating real multi-
threading with techniques like non-blocking calls and active polling. With 
this design, every ship uses the same library, and we only have to program 
the particular behavior of each one. 

The ships offer public, particular functions that we can call in ship-
language programs to test different solutions and algorithms in 
experimental environments, programming them remotely, as explained 
later. 

There are some things about architecture that should be noted. We have 
a layered design, in which each module interacts only vertically. A 
software module never calls or receives information from a module of the 
same level in the architecture: it only uses the services provided by the 
inferior layers, and provides services to the higher level modules. This way 
we keep the software uncoupled, and gain power with reusability and 
encapsulation. Only the main module of each ship uses all the components 
of the system, calling the functions offered in the library, maintaining a 
centralized process based on services. This could seem excessive for an 
embedded application, heavily oriented to hardware control, but the 
experiments and continuous tests have proven that this way the research is 
faster and easier. 

Perhaps the most important feature that has been implemented is our 
ship-language, and the ship-language interpreter. With this ship-language 
the ship behavior (motions, maneuvers, exchange of messages and orders) 
can be defined. Our intention is to research and create a language that 
allows defining complete and complex enough experiments, from the 
beginning to the end of the tests. This simple but powerful language 
somehow resembles a simple scripting language. It’s intended to be very 
clear and small; not only for a computer science expert but for any 
technical discipline expert who knows the principles of high level 
programming. 

We have developed a compiler that translates high level code (ship-
code) to stack language code that the ships can run. This translation 
produces faster, smaller and simpler to execute code, which is fundamental 
for our processor. Once written and compiled in the central computer, the 
code is packed and sent to the ship, which can then execute it. Fig. 22 
shows a diagram about the ship-language interpreter: 
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Fig. 22. ‘Ship-language’ interpreter 

 
The previous figure depicts how does the stack language code executor 

(in a global view) works. There is a low level machine (the virtual machine 
itself) that handles low level control orders coded in stack language: 
conditionals, jumps, arithmetic-logical operations and local memory 
transactions. When the virtual machine executes an order that is not on his 
repertory, it “gives” it to the function manager, which is located on the 
main module and runs very high level orders like “go to”, “send message” 
or “set speed”. The important thing of this manager is that it enables 
communication between the virtual machine and the rest of the system: 
shared data, ship control, communication, timer, and others. Each ship 
exports all those functions that it can execute, and there are many of them 
that all the ships can handle. But it’s important to note that each ship can 
execute the same function in a different way (the ships are not equal), and 
that some ships will have some unique functions. 

For example, the language can be used to program how to capture a 
buoy. We have two ships, 1 and 2. Ship 1, the leader, goes to the buoy, and 
waits for ship 2 to arrive. Then, they both return to the base with the buoy. 
The ship-code of ship 1 could be like the following (figure 23): 
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# Ship 1 code 
 
# Environment variables 
xBase = 10 
yBase = 20 
 
# Go to automatic mode 
automaticMode() 
 
# The ship must be 3 meters away from ship 1 
keepDistance(2, 3) 
 
# We are the group leader 
sendLeader(1) 
 
# Set speed 
speed(4) 
 
# First we go to the buoy, which can 
# be moving 
while not reachBuoy() 
    xBuoy, yBuoy = getBuoyPosition() 
    setDestiny(xBuoy, yBuoy) 
end 
 
# Face south 
orientation(270) 
 
# We wait for ship 1, then we continue 
stop() 
waitForArriveSignal(2) 
speed(4) 
 
# We signal ship 2, and it will know 
# that it should continue with its program 
sendContinueSignal(2) 
 
# On board algorithm to capture the buoy. 
# When the ship captures the buoy, with 
# the help of its team, the program 
# can continue 
captureBuoy() 
 
# If everything went ok, we return to base. # Else, we 

send an error message. 
if buoyCaptured() 
    signal(‘Returning to base’) 
    setDestiny(xBase, yBase); 
else 
    signalError(‘Can’t capture buoy’) 
end 
 

Fig. 23. Example of ‘ship-language’ 
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7.1 Communication Between Ships 

Ships’ communication protocol is based on many common and simple 
techniques of net topologies. Communication is one of the most important 
matters of this research, that’s why we have put much effort on correctness 
and effectiveness.  

Many classic net systems usually keep track of errors with an 
acknowledge packet (ACK), which, in our case, saturates the 
communication: two packets for one unit of information. Unlike that, we 
use a ‘WHAT’ message, which indicates that something has not been well 
recognized. When a ship receives a message and finds that it has no sense, 
it sends this type of signal to the sender ship, which interprets it as a 
petition of resending some packet. 

Our radio link is very reliable (in many experiments we have had no 
errors at all), and the radio-modems we use control media access and 
packet collision, so we have only to take care of signal transmission errors, 
that’s why we have applied these ideas. 

7.2 Cooperation 

There are several conceptual alternatives that can be considered to 
implement cooperation protocols. The idea we adopted is to use a “shared 
memory”. All ships have a copy of the shared memory, which keeps track 
of the status of each ship, and enables every unit to suppose what the other 
ships are doing. This memory is periodically refreshed with info-packets 
from the units of the team, and can be considered as the state memory of 
the group. We use typical cache memory techniques to maintain coherency 
and consistency inside the team of ships, because every ship must know 
the newer values of every variable. Any unit in the group can set any 
variable of any ship, because probably the external unit (other ship, or a 
human managing the base), knows better the value of some variable. 

With this shared memory we share not only status data like position and 
orientation, but also high level knowledge like intentions and believes 
about the environment, which are crucial for cooperative behavior, 
intelligent behavior and decision making. With this approach, for example, 
a ship can share its objective, and other ship, without an explicit order, can 
help the first ship. 

Fig. 24 shows a diagram with the shared memory concept: 
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Fig. 24. Shared memory concept 

 
With all these concepts we can build an agent cooperation system, based 

on common information and explicit orders. According to an object-
oriented perspective, each ship takes own decisions. We know every ship 
can run a set of defined orders, but the same order is obeyed in a different 
way by each different ship. A patrol ship has not the same dynamic 
characteristics as a tanker, and they should not behave the same way. 

8 Experiments 

Experiments are done using a 150m x 30m basin. This is one of the basins 
in a towing tank facility (Canal de Experiencias Hidrodinámicas de El 
Pardo, CEHIPAR) which is near our university. The basin has a 
wavemaker. 

Our initial experiments focused on the individual behavior of the 
autonomous ship. Several maneuvering experiments have been done, to 
obtain simple dynamic models of the ship, and to develop and test the 
motion control. 

Initial cooperation scenarios have been defined for experimental study. 
Experiments on two formation cases have been already done. 

An experimental support system has been developed. This system 
consists in a portable computer with a digital radio link that can exchange 
information with the ships from ashore. The behavior of the ships can be 
programmed from distance, using this support system and programs 
written in ship-language, so we can give orders and watch the results. We 
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can see the progress of the experiments and the internal status of the ships 
with a 3D graphical interface, and get the data collected during the 
experiments, which can we use for reproduction of an experiment, analysis 
and behaviour interpretation. We show a snapshot of this tool in Fig. 25. 

 

 
Fig. 25. Control application 

 
Fig. 26 shows a diagram with the experimental support system: 
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Fig. 26. The experimental support system 
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We can see, in Fig. 27, a photograph of an experiment, with two ships 
towing a buoy towards the base: 

 

 
Fig. 27. Two autonomous ships towing a buoy 

9. Conclusion 

This chapter presented an overview of a research on ship automatic 
cooperation. The research includes several aspects, such the study in 
simulation of the dynamics of two ships towing a boom, the establishment 
of a genetic control planning procedure to generate good trajectories for 
the ships in any marine operation scenario, and finally scaled autonomous 
ships for cooperative robotic studies in marine scenarios. The main ideas 
for cooperation implementation have been introduced.. 

In the future the experimental scenarios will become more complex, 
and, as complexity grows, perhaps the “ship-language” should be 
empowered to cover more requirements of the experiments, allowing it to 
express higher level orders that ships should understand, so that we need 
no sequential programs to express operations. 
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